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• Higgs の物理においてなぜ深層学習が重要か


• スケールのある物理


具体的には　LHCにおけるハードプロセス(1TeV～100GeV)→パートンシャワ(10GeV)


　　　　　　→ハドロン化（1GeV)を学習したいネットワークの優位性


• 他の物理を重視したネットワーク


• 最近の理論の発展と深層学習
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The research area "Machine Learning Physics"  wil l  begin

with the aim of  discovering new laws and pioneering new

mater ia ls

Hello. My name is Koji Hashimoto, Professor of Graduate School of Science, Kyoto University. Let me explain about

the "Learning Physics Domain" that we are just now trying to create. This new transformative research area aims to

revolutionize fundamental physics by combining machine learning and physics.

Throughout its long history, physics has provided the most precise testing ground in the natural sciences, solving

problems in various natural hierarchies in collaboration with the mathematical sciences.

On the other hand, the field of machine learning is a major research field, a mathematical system that forms the

foundation of artificial intelligence and has seen explosive progress in recent years due to advances in computational

science. We are launching the transformative research area "Machine Learning Physics" to integrate these two major

fields.

In this area, we will tackle the most important challenges in fundamental physics, such as the discovery of new laws
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Higgs order param.  v

"yukawa coupling " y 

"particle mass" ~ yv

ヒッグス粒子の精密測定 

Higgs sector の何らかの拡張を

実験がどの程度制限できるか

SMEFT (SM の重要な対称性を

維持した高次元項）

新粒子探索



LHC →HL-LHC 
Higgs boson, dark sector 探索


LHC(2025 年 run 3 終了 300fb-1 ）　


 HL-LHC(2029年から 高輝度化 3000fb-1 )


(その後の計画は来年の

ヨーロピアンストラテジーで議論

　FCC -ee → FCC-hh  or Linear Collider )

暗黒物質
直接探索, 間接探索 

フレーバー関連　

Belle-II 実験　LHC b , muon g-2 

ニュートリノ振動実験

一回のバンチ衝突で 200個の衝突 up grade した測定器で解析 (日本も相当量を制作）

vs 

この環境でHiggs 粒子をどう研究するか。



LHC実験におけるジェット分類と深層
学習

Parton shower 

→hadron 

quark 

anti-quark 

エネルギーの高い pT H, Z, top 


はBSM の重要なシグナル。 


 

subjet 



Caterina Vernieri  ・ LCWS 2024 ・ Tokyo

X→HH

H(bb̄)H(bb̄) most sensitive channel 
for mX > 400/500 GeV
H(γγ)H(bb̄) complement in the low 
mass

H(γγ)H(bb̄) 

H(bb̄)H(bb̄) 

Phys. Rev. Lett. 132 (2024) 231801

17

ML helps to reduce background

例: レゾナンスの再構成

CMS 実験では


次のjet IDは単一の

深層学習モデルに



MLP (multiple layer perceptron   ）の基本構造   
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Neural Network Crash Course: What is an Artificial Neural Network?

The artificial neural network is a biology inspired framework of modelling a
function.

Basic architectural unit: neuron
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This kind of feed-forward network’s output ŷ(x1, · · · , xn) could
approximate an output of a function y(x1, · · · , xn) if proper weights and
biases are assigned.
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Input:Jet images 

QCD (j+Z(→νν）Higgs h+Z(→νν）
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approximate an output of a function y(x1, · · · , xn) if proper weights and
biases are assigned.

3 / 39

φ: 活性化関数（非線形性） 

　訓練による潜在変数の決定:     wij,bi
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損失関数（loss function の最適化)  
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✅表現力　expressive power


✅データを学習　learn from data   


✅微分可能Simple linear algebra + activation　 

訓練後　 　を使って、粒子らしさを推定̂y
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Practical Example with CNN: Image Recognition Techniques with Jet Image
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Even more non-linearity: Going Deep

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Repeat

Apply deep learning techniques on jet images! [3]

convolutional nets are a standard image 
processing technique; also consider maxout

Basic building unit: 2D convolutional layer

h(n)
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Convolution

f ⇤ g(x) =

Z
dx 0f (x 0)g(x � x 0)

Reduce number of free parameters by weight and bias sharing.
Specialized in understanding local spatial correlations
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F

Energy/Particle Flow Network

Latent Space

Figure 1: A visualization of the decomposition of an observable via Eq. (1.1). Each particle

in the event is mapped by � to an internal (latent) particle representation, shown here as

three abstract illustrations for a latent space of dimension three. The latent representation is

then summed over all particles to arrive at a latent event representation, which is mapped by

F to the value of the observable. For the IRC-safe case of Eq. (1.2), � takes in the angular

information of the particle and the sum is weighted by the particle energies or transverse

momenta.

where this appears is learning from point clouds, sets of data points in space. For instance, the

output of spatial sensors such as lidar, relevant for self-driving car technologies, is often in the

form of a point cloud. As point clouds share the variable-length and permutation-symmetric

properties with collider events, it is worthwhile to understand and expand upon point cloud

techniques for particle physics applications.

The Deep Sets framework for point clouds, recently developed in Ref. [63], demonstrates

how permutation-invariant functions of variable-length inputs can be parametrized in a fully

general way. In Ref. [63], the method was applied to a wide variety of problems including red-

shift estimation of galaxy clusters, finding terms associated with a set of words, and detecting

anomalous faces in a set of images. The key observation is that summation, which is clearly

symmetric with respect to the order of the arguments, is general enough to encapsulate all

symmetric functions if one is allowed a large enough internal (latent) space.

In the context of a physics observable O that is a symmetric function of an arbitrary

– 3 –
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Therefore a decision needs to be made about how to construct a graph from the set of

inputs. Di↵erent graph construction methods are illustrated in figure 6. Depending on

the task, one might even want to avoid creating any pairwise relationships between

nodes. If the objects have no pairwise conditional dependence — a DeepSet [53]

architecture with only node and global properties might be more suitable. Edges in

the graph serve 3 roles:

(i) The edges are communication channels among the nodes.

(ii) Input edge features can indicate a relationship between objects, and can encode

physics motivated variables about that relationship (such as �R between objects).

(iii) Latent edges store relational information computed during message-passing,

allowing the network to encode such variables it sees relevant for the task.

In cases where the input sets are small (Nv ⇠ O(10) ) the typical and easiest

choice is to form a fully connected graph, allowing the network to learn which object

relationships are important. In larger sets, as the number of edges between all nodes

increases as Ne / (Nv)2, the computational load of using a neural network to create

an edge representation or compute attention weights becomes prohibitive. One possible

(a) (b)

(c)

Figure 6. Di↵erent methods for constructing the graph. (a) Connecting every node
to every other node (b) Connecting neighboring nodes in some predefined feature space
(c) Connecting neighboring nodes in a learned feature space.
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of quarks and gluons were generated as background using the same PYTHIA generator and
center-of-mass energy as for W bosons.

4. Jet images
In order to use image processing and computer vision approaches for jet tagging at the LHC,
a new data representation is introduced: the jet-image [14]. Jet images build on the notion of
a detector as pixels on a digital camera, and jets as images, enabling the connection between
the fields of computer vision and jet substructure and jet physics. Jet images are defined by a
25 ⇥ 25 grid of size (0.1 ⇥ 0.1) in (⌘ ⇥ �) space centered around the axis of R=1.0 anti-kt jets.
The intensity of the pixels given by the transverse momentum pT of the pixel cell. Prior to
the application of computer vision classification techniques, a series of pre-processing steps to
account for the space-time symmetries of jets images are applied. Pre-processing for the specific
case of the identification of 2-prong jets such as those from the decay of W bosons, is defined
by a translation that places the leading pT subjet at the center of jet-image, a rotation such
that the second pT leading subjet is placed down below, and a flip operation such that the right
side of the image has higher total pT than the left. The goal of these pre-processing steps is
to make it easier for image classification algorithms to focus on the important di↵erences in
physics between images. Jet-image pre-processing is illustrated in Figure 3 which shows the
average jet-image of W (signal) and QCD (background) jets in a narrow pT and mass bin before
and after the the pre-processing steps.
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Figure 3. Average jet-image for W jets (top panel) and QCD jets (bottom panel) with
240 < pT < 260 GeV and 65 <mass< 95 GeV before (left) and after (right) pre-processing.

5. Jet tagging using deep neutral networks
The concept of jet-images has enabled the use image classification methods for the identification
(tagging) of boosted W boson and top quarks at the LHC. In the first case, through the use of
Fisher jets [14]: a linear classifier inspired by facial recognition algorithms. In the second case,
by the use of neural networks [15]. An earlier use of image-based event reconstruction from
the OPAL Collaboration at the LEP collider is described in [16]. This paper focuses on the
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Figure 3. Average jet-image for W jets (top panel) and QCD jets (bottom panel) with
240 < pT < 260 GeV and 65 <mass< 95 GeV before (left) and after (right) pre-processing.

5. Jet tagging using deep neutral networks
The concept of jet-images has enabled the use image classification methods for the identification
(tagging) of boosted W boson and top quarks at the LHC. In the first case, through the use of
Fisher jets [14]: a linear classifier inspired by facial recognition algorithms. In the second case,
by the use of neural networks [15]. An earlier use of image-based event reconstruction from
the OPAL Collaboration at the LEP collider is described in [16]. This paper focuses on the
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 “TRANSFORMER” :SELF ATTENTION LAYERS 

• 言語モデルとして重要


• トランスフォーマのコア部分は　「Attention Matrix」 


• 全ての粒子の間の訓練（W)可能な相関を特徴すべてを
使って構成する。


•  アテンションブロックの入力と出力の次元が同じ。


•  X → X’→X’’と入力がどんどん進化していく。
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Self Attention

Self Attention:

self-attention allows each element in the sequence to 

attend to all other elements, capturing both local and 

global dependencies. This is achieved through the 

calculation of attention scores, which are used to linearly 

combine the values associated with di%erent positions.

Self attention output has the same  

dimension as the input
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Query, Key and Value are the same

It assigning di%erent weights 

 to di%erent elements in the input sequence,  

emphasizing the more relevant parts while 
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カメール

CMS will have jet trigger using transformer soon 



Particle Transformer for Jet Tagging

Table 1. Jet tagging performance on the JETCLASS dataset. ParT is compared to PFN (Komiske et al., 2019b), P-CNN (CMS Collaboration,
2020b) and the state-of-the-art ParticleNet (Qu & Gouskos, 2020). For all the metrics, a higher value indicates better performance. The
ParT architecture using plain MHAs instead of P-MHAs, labelled as ParT (plain), is also shown for comparison.

All classes H ! bb̄ H ! cc̄ H ! gg H ! 4q H ! `⌫qq0 t ! bqq0 t ! b`⌫ W ! qq0 Z ! qq̄
Accuracy AUC Rej50% Rej50% Rej50% Rej50% Rej99% Rej50% Rej99.5% Rej50% Rej50%

PFN 0.772 0.9714 2924 841 75 198 265 797 721 189 159
P-CNN 0.809 0.9789 4890 1276 88 474 947 2907 2304 241 204
ParticleNet 0.844 0.9849 7634 2475 104 954 3339 10526 11173 347 283
ParT 0.861 0.9877 10638 4149 123 1864 5479 32787 15873 543 402
ParT (plain) 0.849 0.9859 9569 2911 112 1185 3868 17699 12987 384 311

Table 2. Particle input features used for jet tagging on the JETCLASS, the top quark tagging (TOP) and the quark gluon tagging (QG)
datasets. For QG, we consider two scenarios: QGexp is restricted to use only the 5-class experimentally realistic particle identification
information, while QGfull uses the full set of particle identification information in the dataset and further distinguish between different
types of charged hadrons and neutral hadrons.

Category Variable Definition JETCLASS TOP QGexp QGfull

Kinematics

�⌘ difference in pseudorapidity ⌘ between the particle and the jet axis X X X X
�� difference in azimuthal angle � between the particle and the jet axis X X X X
log pT logarithm of the particle’s transverse momentum pT X X X X
log E logarithm of the particle’s energy X X X X
log pT

pT(jet) logarithm of the particle’s pT relative to the jet pT X X X X
log E

E(jet) logarithm of the particle’s energy relative to the jet energy X X X X
�R angular separation between the particle and the jet axis (

p
(�⌘)2 + (��)2) X X X X

Particle
identification

charge electric charge of the particle X — X X
Electron if the particle is an electron (|pid|==11) X — X X
Muon if the particle is an muon (|pid|==13) X — X X
Photon if the particle is an photon (pid==22) X — X X
CH if the particle is an charged hadron (|pid|==211 or 321 or 2212) X — X Xa

NH if the particle is an neutral hadron (|pid|==130 or 2112 or 0) X — X Xb

Trajectory
displacement

tanh d0 hyperbolic tangent of the transverse impact parameter value X — — —
tanh dz hyperbolic tangent of the longitudinal impact parameter value X — — —
�d0 error of the measured transverse impact parameter X — — —
�dz error of the measured longitudinal impact parameter X — — —

a
(|pid|==211) + (|pid|==321)*0.5 + (|pid|==2212)*0.2

b
(|pid|==130) + (|pid|==2112)*0.2.

compared to ParticleNet. Moreover, for the physics-oriented
metric, the background rejection, ParT improves over Par-
ticleNet by a factor of 3 for t ! bqq0, a factor of 2 for
H ! 4q, and about 70% for H ! cc̄. It is also clear that,
the earlier PFN and P-CNN models lag substantially behind
ParticleNet and ParT on this large dataset, amounting to up
to an order of magnitude difference in background rejection.
The large improvement of ParT is likely to lead to a sig-
nificant jump in the discovery potential for related physics
searches at the LHC.

Another observation is that there is a large variation in tag-
ging performance between signals of different types. The
best separation against the background q/g jets is achieved
for t ! b`⌫ and H ! `⌫qq0 signals – with the powerful
ParT model, these two can be selected almost perfectly, i.e.,
at an efficiency of more than 99% with nearly no contami-
nation from background jets. This opens up new territory
for jet tagging at the LHC, as these types of jets have not
been exploited for tagging so far.

Effectiveness of P-MHA. To quantify the effectiveness of
the P-MHA introduced in ParT, we carry out an ablation
study by replacing the P-MHA with a standard MHA, the re-
sulting architecture is then a plain Transformer and therefore
denoted as ParT (plain). We train ParT (plain) with the same
procedure as the full ParT and the performance is shown in
Table 1. A drop of 1.2% in accuracy is observed compared
to the full ParT, and the background rejection is reduced
by 20–30% for most signals. Note that, replacing P-MHA
with plain MHA implies that the particle interaction input is
discarded completely, but this does not lead to any reduction
of information content, as the interaction features defined in
Equation (3) are derived purely from the energy-momentum
4-vectors, which are already used as particle features via
the 7 kinematic variables presented in Table 2. Therefore,
the improvement of ParT over a plain Transformer indeed
arise from an efficient exploitation of the particle kinematic
information using the P-MHA.

なんでもデータとしていられるのが楽しい

運動量

電荷、particle ID など

衝突点から飛んだ距離



Jet substructure

● Study of internal structure of hadronic jet
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SUBJETS~パートン分岐


QCD 理論 
JET 

QCD community have developed sofisticated thoeretical treatment about this.  

より物理的なpicture がほしい

R



ネットワークを作る前に物理を考える
• 最初の高エネルギー衝突　Partons(quarks and gluons)  {y} 


• 構造のあるジェット           


• ジェットの中のハドロン   


   　　　P(hadrons in jets | parton ~ jet ) = 


• 複数の構造のあるイベントをもつ事象


       

P({xi} |{yα})

P({xi} |{y})

P({xi}, {x′￼j}, {yα}, {y′￼β}) ∼ P({xi} |{yα})P({x′￼i} |{y′￼β}) P({yα , y′￼β})

QCD のもつ構造（factrization, parton shower）がイベントを作ってる。 

y :  ハードな衝突なら　1TeV 前後のスケール　ジェット内部構造なら100GeV スケール  ハドロンは1GeV 　



QCDのファクトリゼーション構造をとらえたネットワーク
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Cross attention 

MLP mixer 

skip connection  X̃ = X + Oinput X 

A = Q × KT

Q 


Z(i) = A(i)V
O = ∑ A(i)VW(i)

(Extract global information)

QCD threory! 

(R=1のjet) 

（R=0.3 のジェット）

https://arxiv.org/abs/2404.14677


構造があるものに関してはその構造を尊重したネットワークが良い 

A V  = 
Q(constituent) x 
K(constituent)

Q(constituent) x 
K(subjet) 

Q(subj) x 
K(constituent) 

Q(subj) K(subj) 
V   ( ) = Q(subj) K(subj) V(subj) +…  

Q(Φ1θ1
(I1)) ⋅ K(Φ2θ2

(I2))一方 cross attention にすると

と、必ず二つの量の積として確率が計算されるので、スケールヒエラルキーのある物理を

上からしたまで記述するのに有効
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with W
(n⇤j⇥j) is the learnable linear transformation ma-

trix to retain the dimensions of the input dataset. At-
tention output is used to scale the input data set via a
skip connection as

eXi⇥j = X
i⇥j + O

i⇥j
. (8)

The transformed dataset eX signifies the importance of
each element relative to all elements within the set.
While the attention output integrates input and feature
tokens, the skip connection preserves the correlation to
the original input dataset. Moreover, it preserves the
dimensions of Xi,j .

Ultimately, the transformed dataset undergoes pro-
cessing by a global Max-Pooling layer, identifying the
particle token with the highest score. The global max
pooling operates as the following

Yj = Maxk�1
i=0

eXi⇥j
, (9)

where k is the number of the particle tokens in the
dataset. While any symmetric aggregation function
could be utilized to maintain the network’s permutation
invariance, but we found that Max-Pooling has the best
performance [53].

The output is then passed to a FC layer with ReLU
activation and an output layer with two neurons. The
final output score has the form

Ŷ = Softmax [W6 (ReLU (W5 Yj))] , (10)

which encodes the probability of the input event to be
signal or background event.

C. The role of cross-attention for collider physics

The cross-attention network is suited to study the cor-
relation between hard partons and hadrons in the events.
Considering a hard process leading N final jet, the fac-
torization picture connects the parton distribution to the
hadron distribution as follows [54],

�(pp ! a, b ! N jets) ⇠ HN

"
BaBb

NY

k=1

Jk

#
⌦ SN , (11)

where HN express the hard scattering cross section, Ba

and Bb is the beam function; J express the collinear evo-
lution of hard partons from the hard scattering, and the
soft function SN expresses the soft radiations. The for-
mula suggests that the soft hadron distributions in a jet
are conditioned by the hard process HN , the parton evo-
lutions, and the hadronization processes that connect all
partons.

Due to the correlation between parton momenta and
jet momenta, the QCD process may schematically be ex-
pressed as

Y
Ps({xk}|{Ji})Ph({Ji}) , (12)

where Ps is the hadron distributions in the jet, condi-
tioned by the jet features, and Ph is the distribution of
jets, which approximately express HN

Q
k Jk. Note that

Ps is conditioned by all jets in the events due to the ef-
fect of SN in Eq.1. Eq.1 is a much simpler approximation,
which assumes hadrons arising from a single parton.

In our network, the cross-attention score is computed
as ↵ = QK

T , which is the product of the output from the
mixer layer and the subjet information. Therefore, the
network is strongly directed to study the structure given
by Eq12. Taking the correlation between all subjets and
all constituents to take care of SN factor in our network.
Note that the splitting between Ph and Ps has ambiguity
on the choice of jet radius parameter R. If one takes
smaller R, the number of subjets increases by splitting
subjets. In Eq 11, this corresponds to the change of the
resolving scale of the parton shower. The radius R is an
ad-hoc parameter of our network. The proper choice of
the radius parameter R for our event sample and method,
which does not rely on the radius parameter R, will be
discussed in section IV.

III. TOP TAGGING DATASET

Top tagging, namely the identification of jets originat-
ing from hadronically decaying top quarks, is crucial in
searches for new physics at the LHC. To assess the ef-
fectiveness of the proposed network, we utilize the top
tagging dataset [34]. Jets in this dataset are generated
in the centre of mass energy

p
s = 14 TeV using Pythia8

[55]. Delphes [56] is used for fast detector simulation.
The simulation does not account for multiple parton in-
teractions or pileup e↵ects. The jets are clustered from
Delphes E-Flow objects using the Anti-kt algorithm with
a cone of radius R = 0.8. Jets with transverse momen-
tum pT 2 [550, 650] GeV and pseudo rapidity |⌘| < 2.

are considered. For top events, the event should contain
the jets that match the top quark, namely, a jet within
�R = 0.8 from a hadronically decaying top quark and
also all the three quarks from the top decay are within
�R = 0.8 from the jet axis. The QCD dijet process is
considered as the background.

The data set contains 1 million tt̄ events and 1 mil-
lion QCD dijet events. We adhere to the o�cial split for
training 1.2M event, validation 400k event, and testing
400k event. The data sample has been widely used in the
previous literature, making it easy to compare the net-
work performance with the others. One drawback of us-
ing this sample is the e↵ective sample imbalance around
the top mass region; the top sample peaks around 170
GeV while the QCD sample peaks near zero; in other
words, the overlap between the top sample and the QCD
sample is poor, making it di�cult to compare the fine
di↵erence among the high-performance networks.

Up to 200 constituent particles (hadrons) are re-
tained for each jet in the dataset, with the 4-momenta
(px, py, pz, E) of each particle. From this dataset, we

Hard scattering Jet function Parton shower 
LHC process 

全てのデータをまとめてself attention するとこの構造は実現しない



大枠は捉えた。ソフトな情報はMLP MIXERで
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fully-connected layers and a GELU nonlinearity. Other components include: skip-connections,
dropout, and layer norm on the channels.

they operate on each token independently and take individual rows of the table as inputs. The
token-mixing MLPs allow communication between different spatial locations (tokens); they operate
on each channel independently and take individual columns of the table as inputs. These two types of
layers are interleaved to enable interaction of both input dimensions.

In the extreme case, our architecture can be seen as a very special CNN, which uses 1⇥1 convolutions
for channel mixing, and single-channel depth-wise convolutions of a full receptive field and parameter
sharing for token mixing. However, the converse is not true as typical CNNs are not special cases of
Mixer. Furthermore, a convolution is more complex than the plain matrix multiplication in MLPs as
it requires an additional costly reduction to matrix multiplication and/or specialized implementation.

Despite its simplicity, Mixer attains competitive results. When pre-trained on large datasets (i.e.,
⇠100M images), it reaches near state-of-the-art performance, previously claimed by CNNs and
Transformers, in terms of the accuracy/cost trade-off. This includes 87.94% top-1 validation accuracy
on ILSVRC2012 “ImageNet” [13]. When pre-trained on data of more modest scale (i.e., ⇠1–
10M images), coupled with modern regularization techniques [49, 54], Mixer also achieves strong
performance. However, similar to ViT, it falls slightly short of specialized CNN architectures.

2 Mixer Architecture

Modern deep vision architectures consist of layers that mix features (i) at a given spatial location,
(ii) between different spatial locations, or both at once. In CNNs, (ii) is implemented with N ⇥N

convolutions (for N > 1) and pooling. Neurons in deeper layers have a larger receptive field [1, 28].
At the same time, 1⇥1 convolutions also perform (i), and larger kernels perform both (i) and (ii).
In Vision Transformers and other attention-based architectures, self-attention layers allow both (i)
and (ii) and the MLP-blocks perform (i). The idea behind the Mixer architecture is to clearly separate
the per-location (channel-mixing) operations (i) and cross-location (token-mixing) operations (ii).
Both operations are implemented with MLPs. Figure 1 summarizes the architecture.

Mixer takes as input a sequence of S non-overlapping image patches, each one projected to a desired
hidden dimension C. This results in a two-dimensional real-valued input table, X 2 RS⇥C . If the
original input image has resolution (H,W ), and each patch has resolution (P, P ), then the number of
patches is S = HW/P

2. All patches are linearly projected with the same projection matrix. Mixer
consists of multiple layers of identical size, and each layer consists of two MLP blocks. The first one
is the token-mixing MLP: it acts on columns of X (i.e. it is applied to a transposed input table X>),
maps RS 7! RS , and is shared across all columns. The second one is the channel-mixing MLP: it
acts on rows of X, maps RC 7! RC , and is shared across all rows. Each MLP block contains two

2

feature 
particles 

features 

MLP 1 : feature だけに作用する。


MLP 2:  feature に作用せず、粒子をまぜる。 
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MLP-Mixer は画像に認識の

アルゴリズムで有名



*Subjet cone size R=0.3 

*HDBSCAN is algorithm without distance measure

Models AUC R50% #Parameter Time (GPU%)

ParT 0.9858 413+-16 2.14M 612

Mixer+subjet (CA) 0.9856 392+-5 86.03K 33

(AK) 0.9854 375+-5 86.03K 33

(HDBSCAN) 0.9859 416+-5 86.03K 33

LorentzNet 0.9868 498+-18 224K
PELICAN 


(Lorents Invariance) 
0.9869 - 45K -

Performace comparable to Particle Transformer but much faster and lighter 



*Subjet cone size R=0.3 

*HDBSCAN is algorithm without distance measure

Models AUC R50% #Parameter Time (GPU%)

ParT 0.9858 413+-16 2.14M 612

Mixer+subjet (CA) 0.9856 392+-5 86.03K 33
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APPLICATION 2

 TOWARD GLOBAL EVENT ANALYSIS

holds significance, as it allows for the independent extraction of the most relevant informa-
tion from each data set prior to their amalgamation using the cross-attention mechanism.
This characteristic makes the model proficient in analyzing multi-scale data characterized
by intricate structures.

Transformer layers 
(MHSA)

MLP

Transformer layers 
(MHCA)

Transformer layers 
(MHSA)

Transformer layers 
(MHSA)

Add() Layer

Figure 1: Structure of the transformer model used. Here, Pj1, Pj2 are the number of the
leading and second leading jet constituents while the Pm’s are the reconstructed particles,
j1, j2, and H. Also, MHSA stands for multi-heads self-attention layers, and MHCA stands
for multi-heads cross-attention layers. Finally, the Ni’s are the number of the used trans-
former encoders. The transformer layers are stacked and work sequentially, as pointed out
by the black arrow.

3 Physics example

We undertake the analysis of SM-like di-Higgs boson (hh) production at the HL-LHC with
an integrated luminosity of 3000 fb≠1 within the framework of the 2HDM. In the boosted
regime, where the di-Higgs boson is produced from an on-mass-shell heavy Higgs, H, the
final state features two fat jets, as illustrated in Fig. 2 by the two red cones therein.

Figure 2: Feynman diagram for the signal process.
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cross attention motention for 2 fatjet events 

step  2 :multihead cross attention

transform jet kin by 


cross Att. [substracture]x [jet kin] 

step 1 : multihead self attention

[substructure ]x[substructure] 


[jet kin]x [jet kin]

We can replace 

transformer to 

“mixer+subjet” 


network  
 1st Leading

jet 

2nd leading 

jet 

jet 

kinematics 

トランスフォーマー的

なジェット分類器  Transformer

ADD

CROSS ATTENTION

MLP & softmax 



INPUT TO NETWORK : EVENT KINEMATICS 

beam direction 

ϕ

η
:ジェット画像の正規化のための角度θ

fatjet 1 

fatjet 2

\

~125GeV mj

~125GeV mj

Kinematical inputs (3, 6) 

fatjet 1 = 

fatjet 2 = 


H candidate = 

(m1, η1, ϕ1, pT1, E1), θ1
(m2, η2, ϕ2, pT2, E2), θ2

(m12, η12, ϕ12, pT12, E12), θ12 = 0

NOTE : 

1.”5 inputs for 4  momentum" , 

2.  H candidate momentum as  sum

of the fat jet momentum.

3.  add “θ” :the correlation beyond 
a subjet  

測定器の円筒座標



IMPROVEMENT USING CROSS ATTENTION  
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Figure 6: Left: The Receiver Operating Characteristic (ROC) curves for the four networks
for the signal BP with mH = 1 TeV. Right: 95% upper limit on the total cross section for
the process gg æ H æ hh (having factored out the SM-like h æ bb̄ decays) at the HL-
LHC with integrated Luminosity 3000 fb≠1 for di�erent ML analyses. The band for each
plot represents the upper and lower values for 5 independent training of di�erent randum
number seeds, and the middle line represents the central values. The ATLAS limits are
extracted from the latest analysis in [44] and linearly scaled to the integrated luminosity of
3000 fb≠1.

exclusively on kinematic information. Replacing the cross-attention layer with a simple
concatenation layer results in a degradation of classification performance by approximately
≥ 4%, as depicted by the green line in the plot.

In the right plot, we present the 95% upper limit on the production cross-section at
the HL-LHC for heavy scalar mass ranges between 600 ≠ 2000 GeV. The dashed black line
represents the limit for the ATLAS analysis [44], with linear scaling of the integrated lumi-
nosity to 3000 fb≠1. For lower masses, mH Æ 1 TeV, all the used transformer models show
enhanced performance over the ATLAS analysis, exhibiting over 10 times better sensitivity.
For larger masses, for which the reconstructed kinematics of the signal are faithful to its
true structure with vanishing background events, the performance of the transformer mod-
els saturates. In fact, for the limit, e.g., mH = 2 TeV, the background events can be easily
removed with a simple cut on the reconstructed distributions of the signal events, which
exhibits a clear di�erence from the background distributions. The transformer network
trained on the jet constituents only does not show a large impact with varying the heavy
scalar mass.

The network performance is subject to training uncertainty and the statistical uncer-
tainty coming from limited training and testing samples. For example, the network perfor-
mance can be influenced by the the random partitioning of the training and test data sets,
and the network performance varies when repeating the training and test steps with new
splits. We repeat the experiment for k times and report the results as bands between the
highest and lowest values. In our results, we use k = 5, and the bands represent the values
of the di�erent represented experiments.

As for optimizing the signal-to-background yield, we enforce a cut on the networks
output score to keep only 20 events of the background. With this choice, we alleviate
the statistical errors that may occur for lower background[88]. The optimized signal and
background events are used to derive the upper limit using the following formula [89]

ZA =
C

2
A

(Ns + Nb) ln (Ns + Nb)(Nb + ‡
2
b
)

N
2
b

+ (Ns + Nb)‡2
b

≠
N

2
b

‡
2
b

ln(1 + ‡
2
b
Ns

Nb(Nb + ‡
2
b
))

BD1/2
, (14)

with Ns and Nb being the number of signal and background events, respectively, and where

14

factor 5 improvement at the same acceptance. 

Cross attention  improves the  rejection 

efficiency significantly

Conversely, when the information of the jet constituents is included using the cross-
attention layer, the attention output distributions for background events are broader, and
the signal distributions are narrower. The fact that background jets lack a multi-prong
structure with broader soft radiations influences the attention output for background events,
increasing the output variations in the feature space.

Finally, we include, alongside the described kinematical information, also the rotation
angle ◊ aligning the fat jet axis to the „ direction after shifting the jet ÷ and „ to the center
of the ÷ ≠ „ plane. This information allows the network to reconstruct the full events and
access the correlation of the jet shape to the other fat jet and the beam axis. In Fig. 8,
we show the ROC curve of the network trained without the ◊ inputs (red) compared to
the ROC curve of our coss-attention model (blue). The improvement on the background
rejection is a factor of four for a signal e�ciency of 80%. Therefore, including ◊ results in a
drastically increased performance. The model with ◊ has higher e�ciency at mJ1 ≥ mh and
pT ≥

mH

2 . In short, the model can focus more on the H æ hh kinematics with ◊ inputs.
We also looked for simple correlations among ◊ and the other kinematical variables, such
as ÷J „J , but did not find any apparent ones contributing to the selection improvement.
(The correlations within the internal structures of the jet will be investigated in future
publications.)
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Figure 8: left) The ROC curve and error band of the full model using ◊ input (red) and the
model without ◊ input (blue). The ROC is obtained by using 20,000 signal and background
testing events. The error is estimated as in Fig. 6. The middle(right) plot shows the signal
e�ciency as varying mJ1(pT J1). The ratio is calculated at 80% of the signal e�ciency for
20,000 signal samples. The e�ciency (without) using ◊ is shown by blue(red) bars indicating
statistical errors. The acceptance of the full model is higher than the one without ◊ input
at mJ1 ≥ mh and pJ1 ≥ mH/2.

5 Interpretation of the transformer encoder results

In the following section, we discuss additional methods to interpret and analyze the results
of the transformer encoder with cross-attention, which performs best in Fig. 6 The inter-
pretation methods are generic and can be further applied to other networks to interpret
their results. As attention-based transformer models excel in capturing intricate spatial
relationships and global context within data, their interpretability becomes paramount.
Interpretation methods for attention-based transformers aim to elucidate the visual cues,
features, and regions that contribute significantly to the model’s predictions. Common
Interpretation Methods are

• Attention Maps: Attention maps visualize the focus of the model by highlighting
the particles in the cloud that receive higher attention. These maps provide a direct
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Decay correlation is important

(because QCD background is correlated)  



今後: 素粒子における深層学習の応用

懐疑的に考えられていた、深層学習の利用はこの十年で市民権を獲得した。


素粒子実験のデータ生成やデータ解析は相当部分深層学習に置き換わると考えられる。


深層学習が物理をやってくれるわけではないが、物理と深層学習を正しく理解していれば、

やくには立つ。素粒子理論→他粒子の相関の計算 は深層学習が使うような情報を正しく


予言できるようにupdate されるべき。


これが新しい発見や深層学習の一般的な応用へのインパクトにつながるかはよくわからない。



物理と深層学習

• ファクトリゼーションの構造(このトーク）


• Parton branch 


• ローレンツ不変性


• ジェット記述



ローレンツ対称性への配慮
★ジェットの分類結果は、ローレンツフレームによらないことを深層学習に組み込みたい


• データのフレームを固定する(楽。ジェットの軸をそろえたりする。）


• データを回転する等して水増しする　(データサイエンスの世界ではありがち. 無駄。）


• ネットワークそのものをローレンツ不変に組む(最強だが面倒. 測定エラーに弱いかもという話も）


Inputs  　permuation invariance   , Use equivariant layer 


といった対応がとられる。


ローレンツ不変な量だけを使ったネットワークは、比較的少数のイベントで、良い分類結果を出す。データを
同等なクラスに事前に分類していることに対応しているため。参考　LorentzNet 2201.08187 　PELICAN  

(arXiv 2211.00454) 　L-GATr  2405.14806 (Lorentz Geometric Algebra transformer) 

pi → pi ⋅ pj F(π ∘ Tijk...) = π ∘ F(Tijk) T′￼ij =
N

∑
k,l=1

Ba
ijklTkl



ジェットクラスタリングアルゴリズムを深層学習に生かす

• ジェットの定義ー距離の近い粒子をマージして新しい粒子を定義することを繰り返す
seedless アルゴリズム( 粒子集合に働くアルゴリズム）


• J → ,  ,  J(1)
1 , J(1)

2 J(1)
1 → J(2)

1 J(2)
2 J(2)

1 → . . . .

cone algorithm 
Rij = Ek

i Ek
j (Δθij), Δθ = (Δϕ)2 + (Δη)2

小さい 　のペアから運動量をマージして、


新しいオブジェクトを作る
Rij

seedless algorithm 

衝突点



物理をもとにした深層学習の取り組み LUND NET(2012.08526)

Particle NET  : 粒子ー粒子間の繋がりをふやすと計算量が膨大に→ GPUメモリーが爆増 


LundNet: 粒子の情報:サブジェット情報    


                   グラフ:ジェットクラスタリング過程 
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CONVOLUTION ON POINT CLOUDS

Convolution on point clouds: EdgeConv [arXiv:1801.07829] 
treating a point cloud as a graph:  

each point is a vertex 

for each point, a local patch is defined by getting the K-nearest neighbors to it 

distance defined based on the point “coordinates” 

designing a symmetric “convolution” function 

define “edge feature” for each center-neighbor pair: eij = hΘ(xi, xj) 

same hΘ for all neighbor points, and all center points, for symmetry 

aggregate the edge features in a symmetric way: xi’ = Σj eij
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Lund coordinates

EdgeConv Block
C = (32, 32)

EdgeConv Block
C = (64, 64)

EdgeConv Block
C = (128, 128)

Global Average Pooling

Fully Connected
256, ReLU, Dropout = 0.1

Fully Connected
2

Softmax

Lund tree

EdgeConv Block
C = (32, 32)

EdgeConv Block
C = (64, 64)

EdgeConv Block
C = (128, 128)

Concatenate

Linear (384) + BN + ReLU

ReLU

features

Lund tree feature pairs

Linear (C1) + BN + ReLU

Aggregation

Linear (C2) + BN + ReLU

(a)

(b) (c)

edge features

Figure 3. (a) Illustration of the EdgeConv operation on a node of the Lund tree. (b) Architecture
of the EdgeConv block used in the LundNet model. (c) Architecture of the LundNet model.

the distribution of the number of Lund declusterings per jet for several choices of kt cut

in 2 TeV QCD jets simulated using Pythia 8.223 [40]. The mean of each distribution is

indicated as a dashed line. An additional benefit of a kt threshold is that even for small cut

values the number of nodes per jet is significantly reduced, and therefore correspondingly

so the computational cost of training a machine learning model on these inputs. The right-

hand side of figure 2 shows the average number of nodes per jet as a function of the kt cut,

which decreases quadratically as the cut is increased.

3 LundNet Models

The Lund plane encodes a rich set of information of the substructure and radiation patterns

of a jet, therefore serving as a natural input to machine learning models for jet physics. The

use of Lund planes for jet tagging was first proposed in Ref. [33] where log-likelihood and

– 5 –

「問題によらないモデルの構成」 

「物理的な知見」を踏まえた模型

結果がソフトな末端の分岐にとてもセンシティブ



これからのジェットの物理

QCDのループ補正を高次までやる。QCD の 次数
( ) が目標。


パートンシャワーの高度化　   (LL)  

+ (NLL)+ 


多数の終状態に対応する。(計算の並列化, Parton 

shower ML のマッチング）


ハドロン生成（パートンシャワーを対応後になんとか
する。）

N2LL

α3
s

∑
N

[αs log Q2/μ2)]n

∑
N

αs[αs log Q2/μ2)]n ∑
N

α2
s [αs log Q2/μ2)]n

高性能計算(HPC)の進展


CPU →多重コア


→GPU[深層学習] 


(簡単な計算をたくさんする
のが得意になった）

2000年あたりから、着実に進展し、

実験データと数値計算が合うように。

10%以下の精度を出すには


NNLL程度を目指す必要がある。

深層学習が使うような粒子相関を正しく理論で記述したい.



Comparison to LEP data

↵s(mZ) = 0.118
Colour is handled using the NODS scheme which gives full colour
accuracy at NLL for global observables (includes those shown)

⌅ Inclusion of NNLL potentially
resolves the issue of needing
an anomalously large value of
↵s(mZ) to achieve good
agreement with LEP data.
(↵s(mZ) = 0.137 in Pythia’s
Monash 13 tune *
arxiv:1404.5630, Skands, Carrazza,
Rojo )

⌅ Some caution needed as no
3-jet NLO matching, which is
known to be relevant away
from the 2-jet region.

⌅ A comprehensive study of
shower uncertainties is still to
be done.

*This should be taken as an average ↵eff
s not an ↵MS

s
J.Helliwell (U.O.O) NNLL Parton Showers BOOST 2024 15 / 30

パートンシャワーにNNLL補正を

いれることで


パートンシャワーの  と


摂動計算の が初めて一致

αs

αs
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