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Fig. 6. Shift values for pionic atoms. The continuous lines join points calculated with the best-fit optical potential discussed 
in Section 3.3. 

2.2.3. Antiproton data 
With the advent of the LEAR antiproton facility at CERN, a number of precise measurements 

of energy shifts and widths for p atoms are available. Unfortunately, these data cover only 
a limited region of the periodic table; measurements are available for isotopes of 0 and MO, 
a short sequence of elements from N to Na, together with Ba and Yb. Recent results for Te, 
Sm and Pt isotopes [42] were excluded from the present work since the measurements are prin- 
cipally concerned with E2 mixing effects and the widths of ‘upper’ levels in deformed nuclei. 
It was therefore necessary to include measurements from earlier experiments which are signif- 
icantly less accurate, but which considerably extend the range of nuclei and atomic levels to 
be fitted. 

The data used here were taken from the published literature and cover the available target elements 
from C to Pr inclusive. Measurements for Yb were omitted since the nucleus is deformed and has 
a large quadrupole moment which, as a result of dynamic E2 mixing with the first excited 2+ state, 
gives an attractive energy shift [43], in contrast to other nuclei where the energy shift is repulsive. 
The isotope pairs 160-180 and g2Mo-g8Mo were used in some fits to improve the determination of 
the isovector terms in the potential. 

The data set used is tabulated in [44] and plotted in Fig. 8. Where more than one set of mea- 
surements are available for a particular nucleus, the most accurate set was used. In all, the data 
consists of 15 measurements of energy shifts, 15 direct measurements of level widths together with 
18 measurements which give width values for the ‘upper’ levels. The measurements cover a total 
of 6 atomic levels, from the 3d level in C to the 8j level in Pr, and 20 different nuclei. The cor- 
responding parameters used for the charge and nucleon density distributions are also tabulated in 
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Fig. 8. Shift and width values for antiprotonic atoms. The continuous lines join points calculated with the 
potential discussed in Section 5.4. 
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2.2.4. Sigma atom data 
The data used in this analysis represent all published measurements from C to Pb inclusive. The 

data set used is tabulated in [45] and plotted in Fig. 9. In all, the data consists of 7 measurements 
of energy shifts, 5 direct measurements of level widths together with 11 measurements of relative 
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Fig. IT. Shift and width values for kaonic atoms. The continuous lines join points calculated with the 
potential discussed in Section 4.2. 
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Ref. [44]. For ease of reference, the complete data set listed in [44] will be referred to as ALL. 
The data set with 180 and 98Mo omitted will be denoted LESS, whilst the measurements for the 
two isotope pairs 160-180 and 92Mo-98Mo will be referred to as ISO. 

Pionic atoms Kaonic atoms Antiprotonic atoms

● pionic hydrogen/deuterium 
● deeply bound pionic atoms

● kaonic hydrogen/deuterium 
● kaonic helium-3/4

● protonium 
● anti-protonic deuterium 
● CERN PS209 (16O, …, 238U)

shift ( ) and width of atomic levels 
⇒ strong interaction between the orbiting hadron and the core nucleus

Emeasured − ECoulomb

C.J. Batty et al., Phys. Rep. 287 (1997) 385

In the last three decades …



CERN PS209 (investigation of nuclear periphery)
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Nuclear periphery studied with antiprotonic atoms 273

Fig. 1 Antiprotonic strong
interaction level widths as a
function of atomic number Z.
Full circles – values
determined in the PS209
experiment; open circles –
earlier data [14]
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Fig. 2 Difference !rnp
between the rms radii of the
neutron and proton
distributions, deduced from
antiprotonic atom X-ray data,
as a function of
δ = (N − Z )/A. The proton
distributions were obtained
from electron scattering
data [20] (Sn nuclei) or from
muonic atom data [19, 41, 42]
(other nuclei). The full line
represents the linear
relationship between δ and
!rnp as obtained from a fit to
the experimental data
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This set of data allowed to develop a new optical potential for the antiproton-
nucleus interaction [2, 3].

A comparison of the fhalo data with the results of experiments determining the
difference of the neutron and proton root mean square radii (!rnp) indicates that
the excess of neutrons is distributed in the form of a halo rather than a skin (the
neutron and proton distributions differ in their surface thickness and not in their
half-density radius [17]). This is in agreement with a recent analysis using the new
optical potential [18] as well as with theoretical density models.

The neutron distributions were determined from measured level widths and in
some cases from level shifts. In the analysis, spherical symmetry and a two-parameter
Fermi (2pF) distribution was assumed for both neutrons and protons. The proton
densities were deduced from charge distribution data taken from the literature
(the compilations [19, 20]). The simple optical potential for the antiproton-nucleus
interaction was taken from [21] and later [13] from [2, 3].

The results obtained were converted to normalized neutron to proton densities
and compared with the results of the radiochemical method. There was good
agreement of both experimental methods as well as with the theoretical predictions
of Hartree-Fock-Bogoliubov (HFB) calculations [22].

The neutron density distributions determined in this way (and the known proton
density distributions) allowed us to calculate the differences of the neutron and

2μUopt(r) = − 4π (1 + μ
m )(b0ρ(r) + b1δρ(r))

ρ(r) = ρn(r) + ρp(r)
δρ(r) = ρn(r) − ρp(r) C.J. Batty et al., Nucl. Phys. A 592 (1995) 487

ρn/p(r) = ρ0
1 + exp[(r − cn/p)/an/p]

with cn = cp (global fit)b0 = 2.5 + 3.4i

A. Trzcińska et al., Hyperfine Interact. 194 (2009) 271

optical potential
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This set of data allowed to develop a new optical potential for the antiproton-
nucleus interaction [2, 3].

A comparison of the fhalo data with the results of experiments determining the
difference of the neutron and proton root mean square radii (!rnp) indicates that
the excess of neutrons is distributed in the form of a halo rather than a skin (the
neutron and proton distributions differ in their surface thickness and not in their
half-density radius [17]). This is in agreement with a recent analysis using the new
optical potential [18] as well as with theoretical density models.

The neutron distributions were determined from measured level widths and in
some cases from level shifts. In the analysis, spherical symmetry and a two-parameter
Fermi (2pF) distribution was assumed for both neutrons and protons. The proton
densities were deduced from charge distribution data taken from the literature
(the compilations [19, 20]). The simple optical potential for the antiproton-nucleus
interaction was taken from [21] and later [13] from [2, 3].

The results obtained were converted to normalized neutron to proton densities
and compared with the results of the radiochemical method. There was good
agreement of both experimental methods as well as with the theoretical predictions
of Hartree-Fock-Bogoliubov (HFB) calculations [22].

The neutron density distributions determined in this way (and the known proton
density distributions) allowed us to calculate the differences of the neutron and

neutron skin thickness Δrnp = ⟨r2⟩1/2
n − ⟨r2⟩1/2

p



Revisiting the isovector term

● Inclusion of the isovector (b1) term did not 
improve the χ2/ndf in the global fit. 

● Many literatures ignores the isovector term. 
● Levels are sensitive only to extremely outer, 

low density (<0.1ρ0) regions, where neutrons 
dominate over protons.

5

2μUopt(r) = − 4π (1 + μ
m )(b0ρ(r)+b1δρ(r))

498 C.J. Batty et al./Nuclear Physics A 592 (1995) 487-512 
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Fig. 3. Values of x2 /F ,  and of Rebo and Imbo, for the best-fit teff p p-nucleus optical-potential solutions 
listed in Tables 5-7, using SP densities. 

appears an inconsistency between the values for Re b0 as determined by the full data 
and by the N = Z data. This inconsistency is removed upon introducing an isovector 
component (parameter bl ) which affects only the N > Z data points and allows the 
isoscalar component (parameter b0) to be essentially given by the N = Z data fit. The 
resulting value of Re bl is unrealistically large and probably reflects inadequacies in the 
parameterization of Vop t. It remains large and negative also upon introducing an isoscalar 
p-wave term. It depends sensitively on the surface behaviour of the densities used in 
fitting to the data. For example, if Zp, = Npp is assumed, then Re bl comes out almost 
twice as large as given in Table 4. 

Table 5 shows fits of the LESS data, using SP densities. The first five rows parallel 
those of Table 4. The Y data, again, determine b0 very poorly, but x 2 / F  is not as high 
as with MAC densities. The good agreement observed in Table 4 between fitting the 
S+W data and the full data holds and even improves. There is no longer a discrepancy 
between Re b0 as determined by fitting to the N = Z data and to the full data, but a small 

C.J. Batty et al., Nucl. Phys. A 592 (1995) 487

see also  
E. Friedman and A. Gal, NIM B 214 (2004) 160

E. Friedman et al., Nucl. Phys. A 761 (2005) 283

b0 only b0, b1



Precision Spectroscopy of antiprotonic calcium
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N = Z
The last, longest stable isotope chain 
starting from an  nucleusN = Z

40Ca, 48Ca: doubly magic nuclei  
many scattering experiments, structure calculations

p

n
neutron skin of 48Ca: ~0.1fm

goal: determine  and  for  system using nuclear densities,

more realistic than two-parameter Fermi distributions.

b0 b1 p − Ca

arXiv:2501.08759



Closer look at PS209 calcium results
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has been performed, e.g., by Batty !17", but they will not be
used in the following, because we are definitely looking for
isotope effects.
From the measured intensity balance the strong-

interaction widths # of the levels (n ,l)!(6,5) were deter-
mined according to Ref. !15". Columns 2 and 3 of Table III
show the radiative and Auger widths of this level. Small
corrections for transitions parallel to the measured ones and
for unobserved transitions from higher levels were taken
from the optimized cascade calculation. The resulting strong-
interaction widths are presented in Fig. 4 and Table III, col-
umn 4. From the measured energy of the transition n!6
→5 the strong-interaction energy shift $ has been deduced.
This energy shift is the difference between the measured
transition energies and those calculated with a purely elec-

tromagnetic potential !18". The results are shown in Table
III, last column, and plotted in Fig. 5.
Since in the measurements carbonate targets were used,

the x ray spectra contained also lines from antiprotonic oxy-
gen and carbon. The transitions of antiprotonic carbon were
hidden by other lines. The transition n!5→n!4 of 16O
%which contributes by 99.76% to the natural isotopic compo-
sition of oxygen& could be observed. As the oxygen isotopes
had already been measured before !19", this was a good op-
portunity to test our method of evaluation. Additionally the
uncertainty of the width and shift determined in Ref. !19"
could be reduced by about 50%. The results, compared with
the results of Ref. !19" are shown in Table IV.

III. DISCUSSION

Experimental and calculated widths of the level %6,5& in
different Ca isotopes are compared in Table V. The width of
the level %6,5& of 48Ca is roughly twice as large as that of
40Ca. This is due to the fact that the size of these nuclei
increases with A. Such changes of the nuclear radii are also
indicated by pion, alpha and proton scattering experiments,
pionic atoms !2", and nuclear model calculations !20,21".

FIG. 4. Strong interaction widths of the level (n ,l)!(6,5) of
p̄-Ca derived via the intensity balance. The triangles show results
from HFB-SkP nuclear-density calculations !28" with the effective
length parameter a!("1.5"i2.5) fm.

FIG. 2. Comparison of measured relative x-ray intensities with
those calculated with the parameter '!0.129. The contribution of
the different isotopes is given in the caption of Fig. 1. n1 is the
principal quantum number of the initial level. Only transitions
weakly affected by strong interaction are shown.

FIG. 3. Mean widths and shifts of all levels with measurable
strong interaction effects. The weight of the different calcium iso-
topes is given in the caption of Fig. 1.

TABLE III. Calculated radiation width #em and Auger width
#Auger for the levels %6,5& and mean width for the level %5,4&
%weighted with the values given in the caption of Fig. 1&; measured
widths #S(6,5) for the level (n ,l)!(6,5) and energy shift (n!5 of
the level n!5.

Target #em (eV) #Auger (eV) #S(6,5) (eV) (n!5 (eV)
40Ca 0.669 0.007 0.059%18& 5(12)
42Ca 0.650 0.007 0.080%28& 17(14)
43Ca 0.641 0.007 0.073%42& 62(30)
44Ca 0.633 0.007 0.077%23& 31(10)
48Ca 0.604 0.006 0.116%17& 33(12)
%5,4& 1.639 0.003

NUCLEON DENSITY IN THE NUCLEAR PERIPHERY . . . PHYSICAL REVIEW C 65 014306

014306-3

weighted average for 40−48Ca

II. EXPERIMENTAL ARRANGEMENT AND RESULTS

Our measurements were performed with the setup de-
scribed already earlier !3,8": Antiprotons from the beam of
LEAR at CERN with an initial momentum of 106 MeV/c
were registered with a telescope counter and stopped in the
target. The antiprotonic x rays from the target were detected
by three high-purity-Ge detectors. The properties of the tar-
gets are summarized in Table I. They consisted of pellets of
CaCO3 within mylar bags. Due to its small natural abun-
dance a 46Ca target was not available. The 43Ca target had an
enrichment of only 31(4)% !and contained 47(5)% of
40Ca". The on-line energy and efficiency calibration was per-
formed in all cases with 152Eu and 137Cs sources.
Due to the low charge Z of the calcium nuclei the energies

of the antiproton-atomic x rays are much smaller than those
from the other antiprotonic atoms investigated by the PS209
Collaboration. As, due to the target thickness, the lowest en-
ergy which could be measured with the Ge detectors was
limited to about 30 keV, only few transitions could be ob-
served. This small number of transitions was sufficient to
adjust the parameters for the cascade calculations, but the
determination of the width of noncircular levels with the
feeding transitions taken from cascade calculations !3" was
not possible. Figure 1 shows typical antiprotonic x-ray
spectra.
For the determination of the parameter # for the initial l

distribution at n!20 of the calculated cascade

N$ l %&$2l"1 %•exp$#•l %,
the intensities of the respective lines of all calcium isotopes
were added $Table II%. The best-fit result for # is 0.129$19%,
indicating an enhanced population of the high-l orbits at n
!20 compared to that expected from a statistical distribu-
tion. Experimental and calculated x-ray intensities are in fair
agreement, as shown in Fig. 2.
It is useful in another respect to sum up the spectra from

the individual Ca isotopes. As may be seen from Fig. 1,
upper part, the transition n!5→n!4 is barely visible in the
spectra from the individual calcium isotopes. In the sum of
the collected spectra of all isotopes, however, this transition
can be seen as a weak line $inset in Fig. 1, lower part%. For
the fit of this transition two Lorentzians convoluted with
Gaussians were used. The resulting Lorentzian width gives
the width due to the strong interaction. From the energy of
the transition the energy shift from the purely electromag-
netic transition energy was deduced. With its intensity the

width of the level $5,4% was determined via the intensity
balance. In Fig. 3 the results from the sum spectrum are
presented together with the weighted mean values of the re-
sults from the upper transitions. These average values are
interesting for a general comparison with calculations, as it

TABLE I. Target properties: thickness d, enrichment p, and
number of antiprotons used.

Target d(mg/cm2) p(%) Number of p̄(108)
40Ca 52.4 99.9 6.0
42Ca 55.3 76.3 4.7
43Ca 56.3 31 2.4
44Ca 60.7 89.6 5.9
48Ca 46.9 97.27 7.3

FIG. 1. Spectra of antiprotonic x rays from calcium. Upper part:
spectrum from 48Ca. Lower part: accumulated spectrum of all tar-
gets; the weights of the different calcium isotopes are for
40Ca: 27%,42Ca: 18%,43Ca: 3%,44Ca: 24%, and for 48Ca: 28%
$determined from the number of antiprotons per isotope given in
Table I%.

TABLE II. Measured relative antiprotonic x-ray transition inten-
sities normalized to the intensity of the line at 72 keV $mean values
for all detectors and targets, see caption of Fig. 1%.

Energy $keV% Transitions Relative intensity

120 6→5 85.0#4.3
72 7→6 11→8 100.0#5.0
47 8→7 14→10 75.1#3.8
32 9→8 12→10 66.2#3.4
23 10→9 13→11 38.0#2.1
192 7→5 8.9#0.6
119 8→6 11→7 16.0#0.9
79 9→7 14.1#0.8
55 10→8 13.2#0.7
239 8→5 3.4#0.6
151 9→6 5.5#0.5
102 10→7 5.7#0.4
174 10→6 2.7#0.7

F. J. HARTMANN et al. PHYSICAL REVIEW C 65 014306
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While for 40Ca the level n!5 is not shifted, for 48Ca it has
a repulsive energy shift of (33"12) eV. Due to the low
enrichment of the 43Ca target, there are large contributions of
transitions of other calcium isotopes in the spectra from this
target, which are superimposed on the 43Ca lines. This fact
results in large errors, which hide a possible effect of the
unpaired neutron of 43Ca.
Our experiments serve a double purpose: !1" to determine

the p̄-nucleus optical potential, and !2" to determine the neu-
tron density distributions at the distant nuclear periphery and
to relate them to similar findings in other experiments. In
particular, the results obtained here are to be compared with
the neutron halos found from nuclear reactions of the anti-
proton.
At this stage a detailed study of the optical potential in

neutron-excess nuclei is not yet feasible. For such a purpose
one needs more data and these are, fortunately, available or
coming #4,22$. Some features are, however, clear already
now. The standard optical potential

Vopt!r "!
2%

&NN
a'!r ", !1"

with '(r) following the charge-density profiles, has been
fixed by the studies of lower levels in light antiprotonic at-
oms. Such a potential works fairly well in the 40Ca case but
fails to reproduce the increasingly repulsive level shifts in
heavier Ca isotopes. The attractive potential with a((#1.5
#i2.5) fm #17$ yields typical repulsive line shifts of about
3 eV in 40Ca and similar values in other isotopes. It is ap-
parent from Fig. 5 that these are the extra valence neutrons
that act in an increasingly repulsive manner. This conclusion
is supported by findings in other nuclei #22$.
The neutron densities may be inferred from the absorptive

level widths. These are to be calculated from the optical
potential by

)/2!#! "*!r ""2Im#Vopt!r "$dr! , !2"

where * is the atomic wave function which includes effects
of nuclear interactions. In high-angular-momentum circular
states one has *(r)+rl exp#(#Zr/B)n$, where B is the Bohr
radius. Thus ) tests the high moments of the nuclear density
distribution, and the dominant one is the ,r2l#2-, i.e., ,r8-
for the (n ,l)!(6,5) state of interest. A good estimate for the
tested region is a layer of 2.5 fm thickness centered at about
r!c$1.5 fm, with c the half-density radius. In this region

TABLE IV. Width and shift of the level n!5 of p̄16O.

This experiment Ref. #19$

Width 484!25" eV 495!45" eV
Shift 103!10" eV 112!20" eV

FIG. 5. Strong interaction shifts of p̄-Ca: Differences #. be-
tween the measured energies and the calculated purely electromag-
netic energies of the transition n!6→5.

TABLE V. The (n ,l)!(6,5) level widths !in meV" for Ca isotopes, as calculated with a!(#1.5
#i2.5) fm and charge densities from several sources. The first two lines are calculated with the nuclear rms
radii obtained from pion scattering data. Extreme values were assumed for the surface-thickness parameter
t: t!2.18 fm !first line" and t!2.47 fm !second line". The last four lines are based on Fricke’s charge
densities #25$ and extended neutron densities via /c or /t . The data in the last line were calculated with
a*!(#1.1#i1.85) fm.

40Ca 42Ca 43Ca 44Ca 48Ca

Experiment 59!18" 80!28" 73!42" 77!23" 116!17"
Gibbs #23$ 65 68 76 75
Gibbs #23$ 90 97 108 110
de Vries et al. #24$ 78 106
Fricke et al. #25$
/cnp!0, /tnp!0 90 110 101 109 113
/cnp optimized, /tnp!0 90 107 119 139
/cnp!0, /tnp optimized 90 112 134 188
a*!(#1.1#i1.85) fm, 70 85 79 101 146
charge density from Ref. #25$,
/tnp optimized

F. J. HARTMANN et al. PHYSICAL REVIEW C 65 014306
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 onlyb0

, b0 b1

F. J. Hartmann et al., Phys. Rev. C 65 (2001) 014306

Only the averaged width was deduced.  
How about mass-number dependence?



Up-to-date theoretical calculation

8

4

TABLE I. The optical potential parameter sets used in this work.

b0(fm) b1(fm) c0(fm3)

Type I 2.5 + 3.4 i – –

Type II 2.5 + 3.4 i −14.0 + 5.0 i –

Type III 2.5 + 3.4 i – −4.0− 2.5 i

TABLE II. Parameters for the 3pF model in 40Ca and 48Ca, with
simplified neutron skin thickness. From left to right, the mass of
nuclei MCa, the proton mean radius Rp, diffuseness a, w, and the
neutron mean radius Rn are exhibited.

MCa(MeV) Rp(fm) a(fm) w Rn(fm)

40Ca 3pF 37214.698 3.766 0.586 −0.161 3.766
48Ca 3pF-2.0 44657.272 3.7369 0.5245 −0.03 3.9369

3pF-2.5 3.9869

3pF-3.0 4.0369

on the nuclear properties. Among them, the masses of nucle-
ons M and each nucleus MCa are experimentally evaluated
and available in Ref. [75]. On the other hand, there are sev-
eral different models for nuclear densities, especially neutron
densities. Conventionally used has been the 3pF model where
the density is simply represented by

ρq(r) =

(

1 + w
r2

R2
q

)

ρc
1 + exp((r −Rq)/a)

, (16)

with particle species q = n, p and parameters w, Rq and a.
The parameter Rq stands for the nuclear radius and should be
evaluated for neutrons and protons, respectively, while ρc is
the normalization factor which should be determined consis-
tently with the total particle numbers through

∫

4πr2ρq(r)dr = Nq. (17)

TABLE III. A comparison table of proton and neutron mean radii for
both 40Ca and 48Ca, with densities calculated by the 3pF model with
empirical parameters, or by the DFT model with several profiles. All
the quantities are in a unit of fm.

40Ca 48Ca

rn rp ∆rnp rn rp ∆rnp

3pF-2.0 3.482 3.482 0.00 3.600 3.469 0.130

3pF-2.5 3.482 3.482 0.00 3.633 3.469 0.163

3pF-3.0 3.482 3.482 0.00 3.665 3.469 0.196

SLy4 3.373 3.421 −0.047 3.607 3.454 0.153

SLy5 3.369 3.417 −0.048 3.612 3.452 0.160

SkM* 3.378 3.437 −0.049 3.602 3.447 0.155

SAMi 3.344 3.391 −0.047 3.615 3.440 0.174

SGII 3.349 3.399 −0.050 3.583 3.436 0.147

UNEDF0 3.384 3.426 −0.042 3.647 3.438 0.209

UNEDF1 3.363 3.399 −0.036 3.620 3.436 0.184

UNEDF2 3.352 3.389 −0.036 3.598 3.431 0.167

HFB9 3.377 3.424 −0.047 3.607 3.450 0.157

FIG. 1. The isovector density ρ1 as a function of the radial coor-
dinate, with respect to several density profiles. In the upper panel,
distribution of 40Ca is exhibited, and the lower shows that of 48Ca.

Whereas the proton radiusRp is well known thanks to electron
scattering experiments, there is a little information on neutron
radius Rn, which necessitates to assume the phenomenolog-
ical function form. For 40Ca, a symmetric nucleus, we can
assume that the neutron and proton densities are identical as
a good approximation. However, for neutron-rich 48Ca, such
an assumption may not be considered realistic, due to the ex-
istence of the neutron “skin” at the nuclear surface. Regarding
the neutron skin thickness, there is still a room for discussion,
so that in this work, we prepare three models forRn, which we
call 3pF-2.0, 3pF-2.5, 3pF-3.0, respectively. In Table II, the
parameters for 40Ca and 48Ca are exhibited. The masses of
nuclei are adopted from [75], and the others except the neu-
tron radii Rn are referring to [64]. As explained above, for
40Ca we set the neutron radius as Rn = Rp, and for 3pF-X.X
of 48Ca, we set 10(Rn −Rp) = X.X.

In addition to the 3pF model, we employ more realistic den-
sity distributions obtained through the nuclear DFT calcula-
tions [66]. Within the DFT framework, the ground state is
calculated according to the variational principle of the energy
density functionals (EDFs), with several parameter sets. There
exist a lot of parameter sets in accordance with their dedi-
cated experimental database, and we adopt several representa-
tive parameter sets of the Skyrme-type EDF [66]; SLy4 [76],
SLy5 [76], SkM* [77], SAMi [78], SGII [79], UNEDF0 [80],
UNEDF1 [81], UNEDF2 [82], HFB9 [83]. With these pa-
rameters, we perform the Hartree-Fock-Bogoliubov calcula-
tion with assuming the spherical symmetry [84]. We use the

isovector density 5

FIG. 2. The real part of the optical potential with Type II parameters
as a function of the radial coordinate, for several representative of the
nuclear profiles. In the upper panel, distribution of 40Ca is exhibited,
and the lower shows the counterpart of 48Ca.

volume-type pairing interaction, whose strengths are given in
Ref. [55]. They give different proton and neutron root-mean-
square (RMS) radii as well as density profiles, which are sum-
marized in Table III.

Figure 1 shows the isovector densities ρ1 = ρn − ρp for
40Ca and 48Ca in the upper and lower panels, respectively.
For 40Ca, the density of the 3pF model is always zero, which
is natural because all the parameters are same, while the coun-
terparts of the Skyrme model go to negative at the surface. For
48Ca, although isovector densities are always positive for all
density profiles, the position and height of peaks differ, which
should lead to the significant variety of the Type II optical po-
tential. Figure 2 demonstrates the shape of the real part of the
optical potential with the Type II potential, for several repre-
sentative density profiles. From this figure, one can find two
characteristic behaviours. In the first place, for 40Ca, den-
sity profiles in case of DFT make the potential shallower in
the center region. This point itself seems to affect nor the
strong shifts neither level widths, because the p̄-atom spectra
are considered to depend on only the nuclear periphery struc-
tures. However, the depth of the potential may alter the level
structures of deeply bound states, which could lead to the shift
of the atomic states through the level repulsion. In the second
place, for 48Ca, their density distributions are totally differ-
ent. In the periphery region, it is found that the potentials
change to repulsive, due to the negative value of Re{b1}. The

magnitude of these repulsive regions is significantly different
among the density profiles, which should impact the spectro-
scopic observables quantitatively.

E. Computation Method

In the present work, the energy eigenvalues E, generally
complex numbers, of the Dirac equation (5) are calculated via
matrix diagonalizations of the Hamiltonian matrix for the ra-
dial wave functions F (r) and G(r). For the bound states, the
obtained eigenenergies can be connected to the binding energy
B and the absorption width Γ, by using the following relation:

E = µ−B − i
Γ

2
. (18)

Because both the reduced mass µ and binding energy B are
always real, the absorption width can be easily obtained from
the imaginary part of the energy eigenvalues. On the other
hand, the strong shifts cannot be obtained directly, as they rep-
resent the difference in binding energies calculated with and
without the optical potential. Let us define the binding energy
with the optical potential as Bw/opt and without the optical
potential Bw/o.opt. The strong shift ε is calculated by

ε = Bw/o.opt −Bw/opt. (19)

For constructing the Hamiltonian matrix, we employ the
finite difference method (FDM), in which the radial coordi-
nate space is discretized into Nr grid points with spacing ∆r.
The size of the cell Rmax is determined by Rmax = Nr∆r.
Because atomic orbits extend far outside nuclei, a small cell
size may conflict with the boundary condition F (r)

∣

∣

r=∞
=

G(r)
∣

∣

r=∞
= 0, leading to fluctuations in both the wave

functions and energy eigenvalues. We verify that the setting
Nr = 1200 and ∆r = 0.2 fm provides good convergence for
any bound state examined.

III. RESULTS AND DISCUSSION

In this section, we show the calculation results. Our dis-
cussing issues are mainly three-folds; 1. What optical model
can reproduce the systematical differences of strong shifts and
level widths between 40Ca and 48Ca, 2. how the density pro-
files impact the p̄-Ca atom spectroscopy, 3. whether the spin-
orbit splitting can be distinguished experimentally, under the
effect of the anomalous magnetic moment. All these issues
will be thoroughly reviewed separately in this section. While
the tables of the calculation results are arranged in align with
each dedicated subsection, the full set of results can be seen in
Appendix A.

A. Pure Electromagnetic States

First of all, we show the calculation results of the bind-
ing energies in Table IV without the optical potential imple-

optical potential (w/  term)b1

6

mented. For comparison, we juxtapose the calculated bind-
ing energies by means of the exact solution from the point
Coulomb potential, which is represented by

EPC
nj =µ

⎡

⎢

⎢

⎢

⎣

1 +
Z2α2

{

n− j − 1
2 +

√

(

j + 1
2

)2
− Z2α2

}2

⎤

⎥

⎥

⎥

⎦

−1/2

(20)
with the principle quantum number n and total angular mo-
mentum j. From Tab. IV, it is found that the calculated bind-
ing energies are sufficiently consistent with the analytical so-
lution, which ensures the validity of our calculation frame-
work. The difference from the point-Coulomb results is gener-
ally around zero point several percent, which can be attributed
to the effect of the anomalous moment. This is because the
calculated energies of both spin states are shifting in a direc-
tion that enhances the magnitude of the spin-orbit splitting.
This point will be discussed to be detailed in the later section.

TABLE IV. The calculated binding energies of (n, l) = (5.4) and
(6, 5) states for 40Ca and 48Ca, by means of our suggesting frame-
work, as well as the point-Coulomb potential. The optical potential
is not included, and all energies are in a unit of keV.

40Ca 48Ca

calc. PC calc. PC

5g9/2 389.852 389.967 391.431 391.572

5g7/2 390.233 390.050 391.814 391.656

6h11/2 270.759 270.793 271.856 271.907

6h9/2 270.906 270.825 272.004 271.940

B. Optical Model Comparison

Table V shows the strong shift for n = 5 and the level width
for n = 6 for each optical model. Here we note that the case
where the strong shift ε > 0 indicates the repulsive shift, and
the negative ε means the attractive shift. The results for 40Ca
are shown in the second and third columns, and the counter-
parts for 48Ca are exhibited in the fourth and fifth columns.
The models of the density profiles are 3pF and 3pF-3.0 for
40Ca and 48Ca, respectively. Additionally, the experimental
results provided in [54] are listed in the bottom row. Even
though the measurement errors are somewhat large, character-
istic is the systematical difference between 40Ca and 48Ca in
both the strong shifts and level widths. As is explained in in-
troduction, it has been pointed out that the currently prevailing
model with only the isoscalar term b0 = (1.5 + 2.5i) fm does
not reproduce this experimental results, yielding around 3 eV
and similar in any calculation setting [54]. The present work’s
results demonstrate that the Type I potential also results in
around 3-4 eV strong shifts, which is consistent with the men-
tioned paper [54]. Additionally, the Type III model also fails
to reproduce both the shift and width difference, with over-
estimating the shift of 40Ca. From this result it is proposed

TABLE V. The strong shift for n = 5 and level width for n = 6 in a
unit of eV, with respect to optical parameter sets. The second to the
third column, the result of 40Ca is provided, for the 3pF density. The
fourth to fifth column exhibit the counterpart of 48Ca with the 3pF-
3.0 density. At the bottom line the experimental result[54] is shown.

40Ca 48Ca

ϵn=5 Γn=6 ϵn=5 Γn=6

Type I 2.85 0.121 3.56 0.170

Type II 2.85 0.121 22.5 0.165

Type III 25.9 0.058 31.1 0.063

Exp. 5(12) 0.059(18) 33(12) 0.116(17)

that the p-wave component of the optical potential be not sig-
nificantly large for Calcium isotopes. The Type II potential,
even though it does not explain the Ca experimental results
quantitatively, the systematical differences between two nu-
clei are most accurately replicated. Consequently it is inferred
that, contrary to the present consensus in the global fitting, the
isovector term needs to exist with a sufficiently large value
for well describing the experimental data, at least regarding
Calcium isotopes. Although there is still a quantitative devia-
tion, it could be improved by elaborate fitting processes, and
additionally, as will be shown in the following sections, the
adopted density profiles may alter both the shifts and widths
significantly.

C. Density Profile Comparison

In Table VI, we show the comparative results of the level
shifts of n = 5 and widths of n = 6, with respect to each den-
sity profile, and with the Type II optical potential. The second
to fifth columns indicate the values for 40Ca, and right three
ones are dedicated to 48Ca. The neutron skin thickness ∆rnp
is also presented next to the calculation results. From this
table one finds that, even if the magnitude of ∆rnp is com-
parable, both the strong shifts and widths can be significantly
different, and particularly for 48Ca, the difference reaches a
few tens percent among the different density profiles. For vis-
ibility, in Fig. 3, calculated values are plotted as a function of
neutron skin thickness, for 48Ca and with the type II poten-
tial. Each point is labeled by the name of its density profile.
From this figure it is found that the results of the 3pF calcula-
tions for both strong shift and level width gain almost linearly
as neutron skin thickness swells up. On the other hand, no
such simple trend can be read from the calculation results with
DFT-based density profiles. Furthermore, from this figure, it is
found that the 3pF results underline in the strong shifts, while
overline in the widths. This implies the necessity to take into
account the realistic density profiles beyond the 2pF or 3pF
models, for the quantitatively precise prediction of the p̄-Ca
spectroscopy.
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TABLE I. The optical potential parameter sets used in this work.

b0(fm) b1(fm) c0(fm3)

Type I 2.5 + 3.4 i – –

Type II 2.5 + 3.4 i −14.0 + 5.0 i –

Type III 2.5 + 3.4 i – −4.0− 2.5 i

TABLE II. Parameters for the 3pF model in 40Ca and 48Ca, with
simplified neutron skin thickness. From left to right, the mass of
nuclei MCa, the proton mean radius Rp, diffuseness a, w, and the
neutron mean radius Rn are exhibited.

MCa(MeV) Rp(fm) a(fm) w Rn(fm)

40Ca 3pF 37214.698 3.766 0.586 −0.161 3.766
48Ca 3pF-2.0 44657.272 3.7369 0.5245 −0.03 3.9369

3pF-2.5 3.9869

3pF-3.0 4.0369

on the nuclear properties. Among them, the masses of nucle-
ons M and each nucleus MCa are experimentally evaluated
and available in Ref. [75]. On the other hand, there are sev-
eral different models for nuclear densities, especially neutron
densities. Conventionally used has been the 3pF model where
the density is simply represented by

ρq(r) =

(

1 + w
r2

R2
q

)

ρc
1 + exp((r −Rq)/a)

, (16)

with particle species q = n, p and parameters w, Rq and a.
The parameter Rq stands for the nuclear radius and should be
evaluated for neutrons and protons, respectively, while ρc is
the normalization factor which should be determined consis-
tently with the total particle numbers through

∫

4πr2ρq(r)dr = Nq. (17)

TABLE III. A comparison table of proton and neutron mean radii for
both 40Ca and 48Ca, with densities calculated by the 3pF model with
empirical parameters, or by the DFT model with several profiles. All
the quantities are in a unit of fm.

40Ca 48Ca

rn rp ∆rnp rn rp ∆rnp

3pF-2.0 3.482 3.482 0.00 3.600 3.469 0.130

3pF-2.5 3.482 3.482 0.00 3.633 3.469 0.163

3pF-3.0 3.482 3.482 0.00 3.665 3.469 0.196

SLy4 3.373 3.421 −0.047 3.607 3.454 0.153

SLy5 3.369 3.417 −0.048 3.612 3.452 0.160

SkM* 3.378 3.437 −0.049 3.602 3.447 0.155

SAMi 3.344 3.391 −0.047 3.615 3.440 0.174

SGII 3.349 3.399 −0.050 3.583 3.436 0.147

UNEDF0 3.384 3.426 −0.042 3.647 3.438 0.209

UNEDF1 3.363 3.399 −0.036 3.620 3.436 0.184

UNEDF2 3.352 3.389 −0.036 3.598 3.431 0.167

HFB9 3.377 3.424 −0.047 3.607 3.450 0.157

FIG. 1. The isovector density ρ1 as a function of the radial coor-
dinate, with respect to several density profiles. In the upper panel,
distribution of 40Ca is exhibited, and the lower shows that of 48Ca.

Whereas the proton radiusRp is well known thanks to electron
scattering experiments, there is a little information on neutron
radius Rn, which necessitates to assume the phenomenolog-
ical function form. For 40Ca, a symmetric nucleus, we can
assume that the neutron and proton densities are identical as
a good approximation. However, for neutron-rich 48Ca, such
an assumption may not be considered realistic, due to the ex-
istence of the neutron “skin” at the nuclear surface. Regarding
the neutron skin thickness, there is still a room for discussion,
so that in this work, we prepare three models forRn, which we
call 3pF-2.0, 3pF-2.5, 3pF-3.0, respectively. In Table II, the
parameters for 40Ca and 48Ca are exhibited. The masses of
nuclei are adopted from [75], and the others except the neu-
tron radii Rn are referring to [64]. As explained above, for
40Ca we set the neutron radius as Rn = Rp, and for 3pF-X.X
of 48Ca, we set 10(Rn −Rp) = X.X.

In addition to the 3pF model, we employ more realistic den-
sity distributions obtained through the nuclear DFT calcula-
tions [66]. Within the DFT framework, the ground state is
calculated according to the variational principle of the energy
density functionals (EDFs), with several parameter sets. There
exist a lot of parameter sets in accordance with their dedi-
cated experimental database, and we adopt several representa-
tive parameter sets of the Skyrme-type EDF [66]; SLy4 [76],
SLy5 [76], SkM* [77], SAMi [78], SGII [79], UNEDF0 [80],
UNEDF1 [81], UNEDF2 [82], HFB9 [83]. With these pa-
rameters, we perform the Hartree-Fock-Bogoliubov calcula-
tion with assuming the spherical symmetry [84]. We use the

A large  ( )  
to account for the  difference 

|b1 | Re (b0 + b1) < 0
40Ca − 48Ca
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An idea of a new experiment at CERN ELENA

● Use a transition edge sensor (TES) detector 
instead of a HPGe detector 
○ TES was used for precision spectroscopy 

of kaonic atoms and muonic atoms. 

○ expected resolution 
~ several tens eV for 120 keV X rays.
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Novel concept for low-energy antineutron production and its application for
antineutron scattering experiments
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The existing data of antiproton scattering cross sections on protons and nuclei have advanced
our understanding of hadronic interactions with antinucleons. However, low-energy antineutron
scattering data are scarce, thereby limiting our understanding of the S-wave antinucleon–nucleon
and antinucleon–nucleus interactions. We present a novel production scheme for very low-energy
antineutrons that could improve this situation. This method is based on backward charge-exchange
reaction (pp̄ → nn̄), reaching the minimum momentum of 9MeV/c, well suited to study the S-wave
antinucleon–nucleon and antinucleon–nucleus interactions. Such low-energy antineutron produc-
tion can be made possible in the CERN-AD with modifications to allow antiproton extraction at
300MeV/c.

I. INTRODUCTION

The strong interaction between hadrons, which gov-
erns both the internal structure of hadrons through
quark confinement and the formation of atomic nuclei
and exotic hadrons as molecular states, is described by
Quantum Chromodynamics (QCD). Because of the non-
perturbative nature of the low-energy QCD, phenomeno-
logical approaches with a one-boson-exchange potential
for baryon–baryon interactions have been widely applied.
Recently, significant advancements have been made in
QCD-based approaches, including Chiral E!ective Field
Theory (Chiral EFT) and Lattice QCD. Chiral EFT is
based on chiral symmetry and its spontaneous breaking
in the low-energy QCD regime. It describes baryon–
baryon interactions using as parameters low-energy con-
stants (LECs) [1], which are obtained by fits to experi-
mental data. On the other hand, lattice QCD numeri-
cally simulates QCD on a discretized space-time lattice
starting from first principles [2]. On the experimental
side, while two-body scattering has long been used to
deduce hadron–hadron interaction properties, the fem-
toscopy technique in proton–proton or heavy-ion colli-
sions has emerged as a powerful tool. By combining
experimental and theoretical methods, a better descrip-
tion of hadron–hadron interactions and their underlying
mechanisms can be pursued.

Among various hadron–hadron interactions,
antinucleon–nucleon (N̄N ) interactions involve an-
nihilation dynamics, and have played a unique role in
deepening our understanding of the strong interaction.

→
fujioka@phys.sci.isct.ac.jp

†
higuchi.takashi.8k@kyoto-u.ac.jp

A. Antinucleon-nucleon interaction

The N̄N potential in a one-boson-exchange potential
picture is obtained by the G-parity transformation of the
NN potential, that is equivalent to change the sign of the
contribution of odd G-parity boson exchange [3, 4]. As
a result, the N̄N potential is more attractive on average
than the NN potential. In particular, the ω-exchange
term, which is responsible for a part of the repulsive core
in the NN interaction, turns to be attractive for the N̄N

interaction. However, for the short-range part, a complex
potential should be supplemented to take into account
absorptive e!ects in the N̄N annihilation. This short-
range interaction must be empirically determined using
N̄N scattering data. Several types of optical models,
such as Paris potential [5], Dover–Richard potential [6, 7],
and Kohno–Weise potential [8], were proposed in 1980s.
These di!erent N̄N models are compared in Ref. [9].

Experimental studies of N̄N scattering and anni-
hilation were mostly performed during the operation
of Low Energy Antiproton Ring (LEAR) (1983–1996),
that leveraged ultra-slowly extracted antiproton beams
spanning a wide range of momenta between 105 and
2000MeV/c [3, 4]. Cross sections of p̄p elastic scattering,
charge-exchange scattering (p̄p → n̄n), annihilation into
mesons, as well as polarization observables, were mea-
sured with antiproton beams in various experiments. The
PS201 (OBELIX) experiment [10–12] uniquely investi-
gated n̄p annihilation as well, by operating a dedicated
facility for antineutron beam production.

The wealth of experimental data on various reactions
at the time played a crucial role in refining the N̄N inter-
action models. First, an energy-dependent partial-wave
analysis (PWA) was performed [13]. The long-range in-
teraction in the PWA was based on the one-pion and
two-pion exchange contributions derived via Chiral EFT
similarly to the nucleon-nucleon PWA, whereas the short-
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Abstract

The CERN AD/ELENA Antimatter program studies the fundamental charge, parity, time
(CPT) reversal invariance through high-precision studies of antiprotons, antihydrogen, and an-
tiprotonic atoms. Utilizing the world-unique Antiproton Decelerator (AD) and the Extra Low
Energy Antiproton (ELENA) decelerator, the program supports multiple groundbreaking experi-
ments aimed at testing fundamental symmetries, probing gravity with antimatter, and investigating
potential asymmetric antimatter/dark matter interactions. Some experiments focus on precision
spectroscopy of antihydrogen, while others conduct the most precise tests of CPT invariance in
the baryon sector by comparing proton and antiproton properties. Other e!orts are dedicated to
measure the ballistic properties of antihydrogen under gravity and performing antiproton-based
studies of neutron skins in exotic nuclei. These e!orts have led to major breakthroughs, including
the first trapped antihydrogen, antihydrogen’s first gravitational acceleration measurement, and
record-breaking precision CPT-tests in the baryon sector.

With continuous advancements in antimatter cooling, trapping, and transport, CERN’s pro-
gram is opening new frontiers in fundamental physics. Future goals, described in this document
and reaching to timelines beyond 2040, include further improving the precision of antimatter stud-
ies, developing transportable antimatter traps, and advancing our understanding of quantum field
theory, gravity, and dark matter interactions. Furthermore, new areas of hadron physics with
antiprotons will be explored through studies of the Pontecorvo reaction, antineutron annihilation
dynamics and hypernuclei decays. The CERN AD/ELENA Antimatter program remains at the
forefront of experimental physics, pushing the limits of precision measurements to unravel the
mysteries of the universe.

∗Corresponding author and ADUC chair, stefan.ulmer@cern.ch
†The full author list is included in the Appendix
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8 New Proposals

In addition to the long range plans highlighted within the existing experiments, new physics ideas such
as antiprotonic atom X-ray spectroscopy (PAX), spectroscopy of hypernuclei (HYPER), antihydrogen
molecular ion (collaboration of many groups into which members from ALPHA, GBAR, BASE, HHU,
MPIK and many others will be involved), study of properties of antideuterons (AEgIS, ASACUSA,
BASE, EXEQT and GBAR), collision experiments using continuous beams (ASACUSA), and low
energy antineutron physics, are discussed in this section. Some of these ideas are already in the
preparation phase, including successful or ongoing grant applications.

8.1 Antiprotonic Atom X-ray Spectroscopy

The PAX project (antiProtonic Atom X-ray spectroscopy) seeks to perform, for the first time, the
highest-precision x-ray spectroscopy in anti-protonic atoms. It depends on a new paradigm of focusing
on transitions between circular Rydberg states in exotic atoms to probe higher-order strong-field QED
free from nuclear uncertainties [57]. The realization of PAX is made possible based on the availability
of low-energy antiproton beams at ELENA, notably the recently demonstrated Multiple Mini Bunch
Extraction (MMBE), and newly available Transition Edge Sensor (TES) microcalorimeter detectors,
capable of achieving 1→10→4 intrinsic resolution while maintaining a quantum e!ciency of 0.4-0.8 [58].

The PAX physics program rests on a new paradigm of focusing on transitions between circular
Rydberg states in exotic atoms [57]. The heavy mass of the antiproton leads to a small Bohr radius
in the antiprotonic atom, leading to orders-of-magnitude stronger electric fields that then enhance
the QED contributions in the transition energies. A subset of transitions between circular Rydberg
states can be found where the second-order QED e”ects, notably vacuum polarization e”ects, become
measurable with new techniques, while nuclear uncertainties are negligible. PAX will measure these
transitions at the 1 → 10→5 accuracy level with a novel large-area TES detector developed by the
quantum sensing division of NIST (USA), and probe second-order QED e”ects never before studied
in a variety of antiprotonic atoms made with gaseous targets.

To achieve the ultimate precision with these quantum sensing x-ray detectors, the instantaneous
photon rate on the detector must be made as low as possible. Thus, the MMBE antiproton extraction
at ELENA is essential, and it is estimated that the project would be able to attain an order of
magnitude higher accuracy if a true slow-extraction antiproton beam were available. When highest
accuracy measurements are achieved, the PAX methodology may allow to place additional constraints
on new baryonic interactions with decays to the dark sector [59].

8.2 Antihydrogen Molecular Ion

Ro-vibrational spectroscopy of the antihydrogen molecular ion, H̄
→
2 [50], and its comparison to the

hydrogen molecular ion [60] o”er a promising avenue for testing CPT invariance with fractional reso-
lutions on the order of 10→17 [61]. These measurements are highly sensitive to the antiproton/proton
and electron/positron mass ratios, (anti)proton–(anti)proton interactions [62], exotic physics [63], and
multiple coe!cients of the Standard Model Extension [64, 65]. Recently, laser spectroscopy of H+

2
has reached an experimental uncertainty of less than 1 → 10→11 [66] serving as a strong foundation.
However, synthesizing this system remains a significant challenge, and even if successful, only a very
limited number of particles are expected to be available. The BASE collaboration has demonstrated
measurements with parts-per-trillion resolution while operating at a particle consumption rate of just
one particle per two months, which are potentially promising techniques to be applied to species at
very low production rate.
Extending the antihydrogen synthesis capabilities of the ALPHA collaboration [22], while in parallel
investigating possibilities to synthesise the antimolecular ion within GBAR – either by production
of hot antimolecular ions in a merged beam configuration from two antihydrogen atoms or from one
H̄

+
with one antiproton, or the formation of cold antimolecular ions in a trap from cold antiprotons

and sympathetically cooled H̄
+
ions – production paths might become available in the distant future.

Combining these studies with the specialized knowledge of hydrogen molecular ion spectroscopy, such
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Another idea would be to perform a spectroscopy program for anti-deuterium atoms within AEgIS
Penning traps or in-flight in a magnetic field free environment with the upgraded GBAR apparatus,
which o!ers an unique opportunity of recycling antideuterons. According to the simulations, in a
deuterium equivalent production mechanism of antihydrogen in GBAR [51], d̄ + Ps → D̄ + e→, a
bunch of 104 d̄ allows for a production of 0.1 D̄ per mixing cycle [54], which would be su”cient to
successfully perform spectroscopy measurements.

ASACUSA collaboration intends to carry out laser spectroscopy of antideuteronic helium atoms
which should be possible even with very low-intensity antideuteron beams of relatively high energy
of a few hundred MeV to test QED and to probe for physics beyond the standard model in a similar
way as the antiprotonic helium atom case.

Another possibility is using the antideuterons captured onto atoms and to study the bound-state
atomic structure and cascade dynamics of such systems which would give access to unique phenomena
never seen before. These could be studied by AEgIS collaboration, or by a dedicated project, EXEQT
(EXtrEme Quantum electrodynamics Tests) which is slated to start to pursue these physics cases,
first theoretically, and then experimentally when possible. It will use antideuteronic atoms to explore
the quantum vacuum in unprecedented field strengths. The antideteuronic atoms will be the first
atomic system with a spin 1 bound particle and will be evaluated in a fully relativistic framework.
This poses new challenges in QED, like demonstrating renormalizability. On the experimental side, a
large solid angle Ge detector system and solid target will be used to see the full cascade after capture
by an atom and to observe the breakdown of the antideuteron when the transition energy is larger
than the antideuteron binding energy. The interest of understanding antideuteronic atoms goes way
beyond bound state QED. The detection of antideuteronic atoms created by antideuterons in cosmic
rays, would be a way to detect these antinuclei, and their presence could be due to dark matter. The
GAPS (General AntiParticle Spectrometer) or the ASCENT (A SuperConducting ENergetic x-ray
Telescope) using high-altitude balloons will look for antideuteronic and anti-He exotic atoms. Those
projects would certainly benefit from better knowledge of antideuteronic atoms spectra and cascade.

8.5 Antiproton Annihilation and Collision Experiments Using Continuous Beam

If the AD or ELENA machine is upgraded with its own slow extraction beamline, the ASACUSA
collaboration plans to study the Pontecorvo reaction via antiproton annihilation on 3He. The case of
three nucleons was not studied in previous measurements at LEAR. At our targeted 10→8 sensitivity,
this would allow one to distinguish between the “fireball” and “rescattering” models of the nuclear
reaction p̄+ 3He → n+ p. To further advance our understanding of antiproton-nucleus interactions,
we propose to measure annihilation cross-sections at 100 keV using the ELENA decelerator in mini-
bunch mode. Depending on future capabilities of the AD, we may extend these studies to 5.3 MeV
and above, targeting both annihilation and elastic scattering cross-sections to provide new insights
into nuclear structure and fundamental interactions. We will also use our ultra-slow continuous beam
for antimatter wave interferometry with material gratings and emulsion detectors, as was recently
done in the QUPLAS experiment with positrons. This is both a basic physics experiment and a
preparatory step towards the study of the Aharonov-Bohm e!ect with antiprotons.

8.6 Low energy antineutrons

Antinucleon-nucleon interactions were explored at CERN-LEAR, with antineutron beams of momenta
above 50MeV/c. Lower energy antineutrons down to 9MeV/c can be produced through a charge-
exchange reaction (p̄p → n̄n) with a 300MeV/c antiproton beam from the AD [67]. It is considered
as the possibility to study unresolved problems of low-energy antineutron dynamics, and unveil the
origins of a pp̄ enhancement and X resonances near the pp̄ threshold, as observed in the BESIII
experiment.

11 of 15
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Novel concept: low-energy antineutron production
● 300 MeV/c antiprotons from CERN-AD (Antiproton Decelerator) 
● 9 MeV/c or 40 keV (in lab) antineutrons can be backward-produced in charge-

exchange reaction (  )pp̄ → nn̄
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Fig. 14. ri measured spectra with beam A (a) and B (b), respectively. 

the momentum loss of jj into PT up to the threshold for 
CEX, obviously, including multiple Coulomb scattering 
and momentum straggling; 
the variation with the fi momentum of the total cross 
section for CEX, annihilation and elastic scattering 
as inferred from literature and suitably parametrized. 
We recall that the total cross section for CEX below 
I80 MeV/c is badly measured: the two existing mea- 
surements due to Hamilton et al. [ 151 and to Briickner 
et a!. [ 161 are, in fact, different by a factor of 2 near 
the threshold; 
the variation with the p momentum of the CEX dif- 
ferential cross section. Also, in this case the cross 
section is badly known; no measurements exist below 
I80 MeV/c [ 161. To this purpose we assumed, at every 
angle. a linear interpolation (and extrapolation) of the 
existing data as a function of p momentum. 
the annihilation and scattering of the ii’s inside PT after 
their production via CEX. For q,,,(iip) the values of 
Refs. [ 13,171 suitably weighted were taken. For differ- 
ential elastic scattering cross sections, the parametriza- 
tion suggested in Ref. [IS] for (pp) has been used. 
obviously neglecting the Coulomb and interference 
contributions. 

The results of BMC simulations are reported in Fig. I5 
normalized to the areas of the experimental spectra: they are 
obtained using. for the CEX cross section, the parametriza- 
tion proposed by Hamilton [ 151 (Fig. I.5 (a)) and by 
Briickner [ 161 (Fig. I5 (b)), respectively. None of the two 
sets of data of total cross sections for CEX near the thresh- 
old provides a very good fit. even if the values of OcEx by 
Hamilton et al. seem better: the x’ of the fit in this case is 
better of about a factor 3 in comparison with the fit obtained 
with the Briickner et al.‘s parametrization. However, due 
to the large uncertainties in the other quantities involved in 
the calculation, mostly (da/dO) for CEX, WC feel unable 
to confirm the results of Hamilton et al. by these, obviously 
not dedicated, measurements. 

In conclusion. for the purpose of this measurement. the 
BMC simulation can be considered acceptable. 

The beam spot on the target is determined by the shape of 
the hollow cone of the collimator. The thickness of the col- 
limator must be very carefully evaluated in order to screen 
the thick materials surrounding the target (dallite and also 
TOFINO) from the “halo” of the ii beam. Due to the large 
longitudinal dimensions and mostly to the large density of 
these materials, a halo of more than 10-j than the central 
value would produce a trigger rate equivalent to that of the 
true I? annihilations in RT. To this purpose a dedicated Monte 
Carlo simulation program (Collimator Monte Carlo. CMC) 
taking into account the precise geometry of a!l the mechani- 
cal elements, the materials, and using known values of total 
ii-nucleus cross section [ 191 or parametrized values was de- 
veloped. CMC was the reference point for the construction 
of the collimator, and it reproduced in a very satisfactory 
way the experimental results in terms of annihilation vertex 
distributions in the targets and in the surrounding materials. 

We will not report here all the experimental results, but 
only a few illustrative examples. Fig. I6 (a) shows the dis- 
tribution of the annihilation vertices (x-coordinate versus 
J.-coordinate) for three-prong events for beam A, Fig. I7 
(a), the distribution of the radii (distance from the z-axis) 
of the annihilation vertices. The experimental precision on 
the vertex determination is -I cm FWHM, the main con- 
tribution being due to the multiple Coulomb scattering in 
the LH2 target. One can see rather clearly the contribution 
of annihilations in the dallite envelope, at IOcm. and also 
a weak contribution from TOFINO. It is clear that -80% of 
annihilations occur in LH:. 

Fig. I6 (b) shows the distribution of the annihilation 
vertices for three-prong events for beam B. and Fig. I7 (b) 
the distribution of the radius of the annihilation vertex. 
In this case the beam is wider, with a more important 
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~1 antineutron per cycle (~ 2 min.)  
⇒ sufficient for scattering experiments

momentum adjustable 
by inserting a beam degrader 
and optimizing the dimension 

of a production target of LH2
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FIG. 3. Summary of previously investigated low-energy (beam momentum lower than 100MeV/c) antinucleon–nucleon and
antinucleon–12C scattering. Beam momenta plab are indicated by open circles (for antiprotons) and filled circles (for antineu-
trons). Antineutrons produced by the backward charge-exchange reaction will extend the range of these studies down to
9MeV/c, as shown by the red arrows.

one is 3.31 ± 0.13mb/sr. Using the kinematical factor
d!lab/d!CM proportional to (pCM/plab)2 at ωlab = 0→,
the di”erential cross section in case of ωlab = 0→ (ωCM =
180→) in the laboratory frame can be estimated to be
4.7 ± 1.9µb/sr. The expected antineutron production
rate can be obtained from this cross section. Here we as-
sume a 0.44 g/cm2-thick LH2 production target, degrad-
ing the antiproton beam from 300MeV/c to 250MeV/c.
For an angular acceptance of ωlab < 5→, with the trans-
mission of antineutrons through the production target
taken into account, the yield is estimated to be → 1.0
antineutrons per AD spill containing 5↑107 antiprotons.
The extracted antineutrons will have momenta between
8.5 and 10.4MeV/c. This range can be tuned by ad-
justing the target thickness and by inserting a beam de-
grader.

III. APPLICATION TO ANTINEUTRON

SCATTERING EXPERIMENTS

The very low-energy antineutrons that can be pro-
duced with the method described in the last section will
open up possibilities for the study of antineutron scat-
tering in an energy range otherwise inaccessible, as can
be clearly seen in the summary of the existing data in
Fig. 3.

The key distinction between antineutron and antipro-
ton scattering is the absence, in the former, of the
Coulomb interaction. In antiproton scattering, the at-
tractive Coulomb interaction with the target nucleus in-
creases the maximum angular momentum achievable for
a given impact parameter; as a consequence of this ef-
fect, known as Coulomb focusing, high-ε partial wave
contributions at low energy are enhanced, while a precise

determination of the S-wave contribution by antiproton
scattering is hindered [50, 61, 62].
The absence of the Coulomb interaction also o”ers

technical advantages. While low-energy antiproton scat-
tering requires ultrathin (< 100 nm) targets in ultra-
high vacuum to minimize the energy loss [35], antineu-
tron scattering can be performed with thick targets in
air.

A. Antineutron–proton scattering

One particularly compelling case for study is the n̄p
system, for which experimental data are significantly
scarcer compared to the abundant statistics available for
the p̄p data, as discussed in Sec. IA.
The n̄p scattering has the following distinct features

that make it a unique probe for investigating NN̄ inter-
actions.

1. The n̄p system is a purely total isospin I = 1 state,
whereas the p̄p system consists of both I = 0 and
I = 1 states.

2. In antineutron-proton or nucleon-nucleon scatter-
ing, only S-wave contributes at su#ciently low
energy. On the contrary, in case of antiproton-
proton scattering, P -wave contribution does not
vanish even at zero energy because of the men-
tioned Coulomb focusing [61, 62].

As a result, n̄p scattering at low energy involves only 1S0
and 3S1 partial waves2 in I = 1. A partial-wave decom-

2
The standard spectroscopic notation,

2S+1
LJ for a partial wave

arXiv:2503.06972



Low-energy antineutron-proton scattering

● Only S-wave scattering is important in case of  
● scattering amplitude:  
▷  in the low-energy limit 
▷ scattering length:  

● elastic scattering cross section:  

● annihilation cross section: 

ℏk = pLab/2 ≲ 25 MeV/c
fℓ=0 = 1/(k cot δ − ik)

k cot δ ≈ − 1/a ≡ α = αR − iαI (αI > 0)
a = aR − iaI (aI > 0)

σel = 4π
α2

R + (αI + k)2 ≈ 4π |a |2 (1 − 2aIk)

σann = 4π
k

αI
α2

R + (αI + k)2 ≈ 4π
k

aI − 8πa2
I
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NN interaction and NN̅ interaction
● One-boson-exchange models 
▷  (Paris potential) 

 
 

▷ The short-range part is replaced by an annihilation potential  
▌ NN Paris potential → NN̅ Paris potential 
▌ Dover-Richard, Kohno-Weise, … 

● Partial Wave Analysis [PRC 86 (2012) 044003] 
● Chiral EFT [up to N3LO, JHEP 07(2017) 078] 
● no Lattice QCD calculation 
● All these approaches rely on experimental data, that are more than three decades old.

VNN = Vπ + V2π + Vη + Vρ + Vω + ⋯

VNN̄ = − Vπ + V2π + Vη + Vρ − Vω + ⋯
V0 + iW0

17
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Low-energy antiproton-proton scattering (annihilation)
● Due to attractive Coulomb interaction 
▷  instead of  
▷ p-wave doesn’t vanish even when E→0  
▷ Coulomb-corrected scattering length  

can be deduced as follows:

σ ∝ β−2 σ ∝ β−1

asc
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( )A. Zenoni et al.rPhysics Letters B 461 1999 405–412410

Table 1
Values of the pp total annihilation cross section, reported in the present work, multiplied by the velocity b of the p’s and the respective p
incident momenta. In addition to the statistical and systematic errors, an overall normalization error of 2.5% has to be considered.
Corresponding LEAR beam momentum settings, target pressures and average beam momenta, at the entrance of the gaseous target, are
reported too.

TLEAR Target Entrance p incident bsann
Ž .beam pressure momentum momentum mbarn

Ž . Ž . Ž . Ž .MeVrc mbar MeVrc MeVrc
Ž . Ž .105 400 72.3"0.2 69.5"1.5 42.4"1.6 stat "1.2 sys
Ž . Ž .105 150 49.8"0.2 45.4"3.4 50.2"1.0 stat "3.9 sys
Ž . Ž .105 150 46.8"0.2 40.1"3.9 51.8"1.0 stat "5.1 sys
Ž . Ž .105 100 41.2"0.2 37.6"5.1 54.4"1.2 stat "7.4 sys

Ž Ž ..as obtained from the formula 1 , multiplied by the
velocity b of the incoming p, are reported. The
systematic errors on the bs T values are obtainedann

as the quadratic addition of the possible systematic
uncertainties: uncertainty on the determination of the
p incident momentum, on the number of annihilation

Fig. 2. Values of the total pp annihilation cross section at low energy, multiplied by the incoming beam velocity, as a function of the p
Ž . w x Ž .incident momentum. This work w . Measurements from Bruckner et al. 15 ' thin target, ^ thick target . Previous measurements from¨

w x Ž . w x Ž . w xObelix 1 v 2 I . Theoretical curves are from Carbonell et al. 3 . The full line is the total annihilation cross section, the dashed line
represents the S-wave contribution. In the inset the low energy region is magnified.

346 J. Carbonell et al./ Physics Letters B 397 (1997) 345-349 

2. Antiproton-proton annihilation cross section 

At low energies, the total reaction (e.g. annihila- 
tion) cross section for neutral particles is well known 
to behave as 1 /u_ If one looks for the next term in the 
development of the cross section in the center of mass 
momentum q, one can see that the two first terms are 
entirely defined by the imaginary part of the scattering 
amplitude a, ’ [ 91: 

CT& = - : (1 - IS]‘) M $ (1 -e4rmasq) 

Z4?7 
( 

Im (-a,) - 21m2( -a,) . 
4 > 

This circumstance allows the imaginary part of the 
scattering amplitude to be extracted from the be- 
haviour of the total reaction (annihilation) cross 
section, for instance from the antineutron-proton 
annihilation cross section [ lo]. 

An analogous expression can be obtained for an 
interacting system with Coulomb interaction, for in- 
stance for the pp system. This problem was solved in 
[7], where it was shown that the annihilation cross 
section for the S-wave can be written as: 

$a&( S-wave) = 87? 
1-e2T 

where: 
7 = - 1 /qB is the dimensionless Coulomb param- 
eter with B the pp Bohr radius; 
w(x) = ci( x) - 2ixh( X) is an auxiliary function 
with qBw(q) -+ 27r when q ---t 0; 
ci and h are the usual functions in the Coulomb 
scattering theory 

c;(X) = 
29rx 

exp(29rx) - 1’ 

h(x) = 1 [*(-ix) +Y’(ix)] - iln(X2) 

with the digamma function v. 
This expression is written within the usual scattering 
length approximation, use being the scattering length 
of the strong interaction in presence of Coulomb 
forces. 

1 Hereafter we use the definition of scattering length with negative 
imaginary part. 

Let us make few comments about this expression 
of the annihilation cross section. 

First, this formula is written for spinless particles 
just to simplify the expression and because of the im- 
possibility to extract, from the present experimental 
data, triplet and singlet scattering lengths separately. 
Otherwise, it should be necessary to write the total an- 
nihilation cross section as a sum of singlet and triplet 
partial cross sections, with the usual statistical weights 
1 I4 and 3 14 and as function of the corresponding spin 
dependent scattering lengths. The reason why the two 
contributions cannot be determined separately from 
the annihilation cross section data is connected to the 
fact that, unless the values of the triplet and singlet 
scattering lengths are very different, they present es- 
sentially the same behaviour with energy. 

Strictly speaking, the average value of the ampli- 
tude (Im use) obtained hereafter is not an usual aver- 
age value of singlet and triplet amplitudes ( f Im u(s) 
+ $ Im u(t)), but some effective average value ob- 
tained by averaging the cross sections. The difference 
between these two values appears due to presence of 
the scattering length in the denominator of ( 1) . One 
can easily estimate the error introduced by this ap- 
proximation. Even if the triplet scattering length is two 
times smaller than the singlet one the difference be- 
tween the two definitions of average value does not 
exceed two percents. 

Second, this approximation works, for the S-wave, 
within few percent accuracy up to antiproton labora- 
tory momentum of 100 MeVlc where, in principle, it 
becomes necessary to account for the charge exchange 
cross section [ 71. 

A third and rather general comment is aimed to re- 
mark the fact that, in the expression for the absorbtion 
cross section, not only the imaginary part but also the 
real part of the scattering amplitude appears. Unfor- 
tunately, the contribution to the cross section due to 
the real part of the scattering length is very small; in 
fact it is of the order of few percents at the highest 
momentum considered. Therefore, at the present level 
of experimental precision, the data can not be used 
to extract the real parts too. Nevertheless, it is worth 
emphasizing that the contribution to the cross section, 
due to the real part of the scattering length, appears 
only thanks to the presence of the Coulomb interac- 
tion. In some sense the situation recalls the case of 

J. Carbonell et al., PLB 397 (1997) 345  
A. Zenoni et al., PLB 461 (1999) 405
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Fig. 2 N̄N 1S 0 scattering phase shifts (degres) as functions of the N̄ laboratory momenta and for different optical models. Left panel for T = 0
state (11S 0) and right one for T = 1 (31S 0). Solid lines correspond to the real part δR and dashed lines to the (positive) imaginary part δI

Table 2 S-wave N̄N low energy parameters (in fm) for the considered
optical models: Jülich results are taken from Table 3 of Ref. [12], KW
and DR2 from [20], Paris 2009 have been recomputed and are in agree-
ment with [46]. The values of Nijmegen are obtained by extrapolating
the phase shifts from Figs. 2 and3

a0 r0 a0 r0
T = 0 11S 0

13 SD 1

Nijm* –0.17 -1.01i –6.9-2.9 i – –

Jülich –0.21 –1.23i – 1.42-0.88i –

Paris 09 1.27 –1.18i –0.53+0.14i 1.20–0.80i –

KW –0.03–1.35i –4.7–7.9i 1.23–0.77i –

DR2 0.10 –1.07i –11–6.2i 1.28–0.78i –

T = 1 31 S 0
33SD 1

Nijm* 1.02 –0.60i 0.7–1.2i – –

Jülich 1.05 –0.58i – 0.44–0.96i –

Paris 09 0.76 –0.56i 0.9–3.9i 0.61–0.44i –

KW 1.07 –0.62i 0.7–1.9i 0.78–0.80i –

DR2 1.20 –0.57i 0.6–1.6i 0.89–0.71i –

been used to disentangle the different models: black for the
NPW, blue for KW, red for Paris-2009. As one can see, there
are major differences between them, specially in δR , which
deserve some comments.

For T = 0 state (left panel), the real phase shifts of KW and
DR models are close to the NPWA ones up to pLab ! 700
MeV/c and they both depart dramatically from the Paris-2009
starting at very low energy. We recall the reader that the slope
of the phase shift at the origin is the scattering length since
δα(q) ! −aαq where q is the center of mass momentum,
related to pLab by pLab = 2q. This difference could be due to
the fact that Paris potential has a near-threshold quasi-bound
state in this channel, absent in KW and Jülich interactions.
Its binding energy was E = −4.8to26i MeV in Ref. [21]. By
using two independent methods, we confirm this state with

a slightly different energy E = −10.2to23.2i MeV. As we
will see in next subsection, the existence of this quasi-bound
state is supported by a different sign in the corresponding
scattering lengths (see Table 2). In this respect, a similar
quasi-bound state is also present in DR2 model with E =
−138 − 320i MeV, much deeper in energy and leaving no
trace in the scattering region.

It is worth emphasizing, however, that there is no univo-
cal relationship between the sign of the scattering length (real
part) and the existence of bound states. For real potentials,
the positive sign can be either a consequence of a repulsive
interaction or of an attractive interaction having one (or sev-
eral) bound states. The negative sign indicates always the
existence of an attraction but tells us nothing about the exis-
tence or non-existence of a bound state, which will actually
depend on the strength of the attraction. The situation is even
more delicate when using complex potentials and additional
informations are required to draw consistent conclusions.

In particular, we would like to notice that the very exis-
tence of a quasi-nuclear state in the 1S 0 N̄N state appears as a
consequence of the sign of the measured p̄p scattering length
[40]. It was shown (See Figure 7 of this reference) that for
weak (and attractive) p̄p interactions – i.e. using large values
of the cutoff radius, rc > 1.7 fm – the sign of Re [ap p̄] scatter-
ing length is negative. It becomes positive – and in agreement
with experiment – only when, by decreasing rc, the interac-
tion is strong enough to create the first p̄p bound state. The
ap p̄ involves however both isospin components and, from
this single quantity, it is not possible to conclude in which of
the component it appears. Notice also that the properties of
such states, in particular their width, strongly depend on the
annihilation dynamics. When using short range annihilation
potential, as in Paris potential and in some coupled-channel
unitary models (UCCM), the widths are much smaller than
when using annihilation potentials type Eq. (14), as in DR2,

123

p̅p scattering

np̅ scattering

J. Carbonell et al., EPJ A 59 (2023) 259
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Antineutron-nucleus scattering lengths
● Indirectly determined by solving a 

Schrödinger eq. 
with the optical potential, 
which reproduces energy levels of 
antiprotonic atoms

 

●  
●  

● Absence of low-energy scattering 
measurement

2μUopt(r) = − 4π (1 + μ
m ) b0ρ(r)

Re a0 = (1.54 ± 0.03)A0.311±0.005 fm
Im a0 = − (1.00 ± 0.04) fm

22

cf. neutron scattering length

GISAXS Community Website

C.J. Batty et al. / Nuclear Physics A 689 (2001) 721–740 735

by adjusting the real and imaginary parts of the optical strength parameter b0. The s-wave
scattering length a0 was then calculated by solving the Klein–Gordon equation for l = 0
with the optical potential Vopt, but without the Coulomb potential, at an energy (1 keV)
close to threshold. Further details of the method are given in the earlier paper [31].
The experimental shift and width measurements were taken from the published literature

and cover the available target elements from C to Pr inclusive, omitting Yb since the
nucleus is deformed. The data set used is discussed and tabulated in [8,32]. For the
present work, single-particle distributions were used [8,32] for K(r) as these are expected
to be more appropriate for the analysis of antiproton data. In the previous analysis [31],
macroscopic density distributions were used.
The results of the present analysis are shown in Fig. 4 and are qualitatively similar

Fig. 4. Real (top) and imaginary (bottom) parts of the s-wave p̄ scattering length a0 calculated by
fitting to p̄ atomic data. The straight lines are a best fit to the calculated values for A > 10, see
Eq. (33).

Batty et al., Nucl. Phys. A 689 (2001) 721



Neutron-antineutron oscillation
● violates both B and B-L (B: baryon number, L: lepton number) 
● test of Grand Unified Theory 

● Lower limit of oscillation time 
▷ ILL (1994) free neutron 

 
▷ Super-Kamiokande (2021) bound n 

τnn̄ > 8.6 × 107 s

τnn̄ > 4.7 × 108 s

23

Exp. Sensitivity vs Theor. Prediction
ILL           SK HK ESS              UCN (5yr)

SU(4)C with 
EC=200~250TeV

96%!

Post-Sphaleron Baryogenesis; K.S. Babu et al., Phys. Rev. D87, 115019 (2013)D.G. Phillips II et al., Phys. Rep. 612 (2015) 1

K.S. Babu et al., Phys. Rev. D 87 (2013) 115019
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K. Abe et al., Phys. Rev. D 103, 012008 (2021).



 

Theoretical analysis of antineutron-nucleus data needed for antineutron
mirrors in neutron-antineutron oscillation experiments
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The values of the antineutron-nucleus scattering lengths, and, in particular, their imaginary parts, are
needed to evaluate the feasibility of using neutron mirrors in laboratory experiments to search for neutron-
antineutron oscillations. We analyze existing experimental and theoretical constraints on these values with
emphasis on low-A nuclei and use the results to suggest materials for the neutron-antineutron guide and to
evaluate the systematic uncertainties in estimating the neutron-antineutron oscillation time. As an example,
we discuss a scenario for a future neutron-antineutron oscillation experiment proposed for the European
Spallation Source. We also suggest future experiments which can provide a better determination of the
values of antineutron-nuclei scattering lengths.
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I. INTRODUCTION

Neutron-antineutron (n − n̄) oscillations would violate
the conservation law for baryon number B by two units. A
discovery of B violation holds dramatic implications for
particle physics and cosmology [1–44]. Experimental
searches for ΔB ! 2 processes with neutrons can proceed
by searching for antineutron appearance in a free neutron
beam or by looking for the large energy release from
antineutron absorption in the nucleus of an underground
detector material [10,45–50]. The best free neutron oscil-
lation searches have used a slow neutron beam passing
through a magnetically shielded vacuum chamber to a thin
annihilation target surrounded by a low-background anti-
neutron annihilation detector. The present upper bound on
the oscillation time τn→n̄ of free neutrons used an intense
cold neutron beam at the Institute Laue-Langevin (ILL)
[51] and saw zero candidate events with zero background in
one year of operation.
Let us briefly review neutron-antineutron oscillations for

neutron propagation in the presence of matter and an
external magnetic field B⃗. The mixing matrix for this case
can be written as

M !

 
mn − μn

! · B⃗þ Vn ε

ε mn þ μn
! · B⃗þ Vn̄

!

;

where ε is the off-diagonal mixing term in the effective
Hamiltonian for the n=n̄ two-state system, μn is the neutron
magnetic moment, and Vn and Vn̄ are Fermi potentials for a
neutron and antineutron in matter, respectively. The diag-
onalization of this matrix gives mass eigenstates related to
pure neutron jni and antineutron jn̄i states

! jn1i
jn1i

"
!

!
cos θ sin θ

− sin θ cos θ

"! jni
jn̄i

"

with

tanð2θÞ ! 2ε

ð2μ⃗n · B⃗ − Vn þ Vn̄Þ
:

Neglecting for the moment neutron β decay and annihila-
tion of antineutrons in the matter, this leads to the
probability to find an antineutron at time t starting from
an initial pure neutron state at time t ! 0 as

Pnn̄ðtÞ ! sin2ð2θÞ sin2ðΔEt=2Þ;

where

ΔE ! ½ð2μ⃗n · B⃗ − Vn þ Vn̄Þ2 þ 4ðεÞ2&1=2:

All free neutron oscillation searches so far have arranged
for the neutrons to avoid interactions with matter (Vn and
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The practical experimental figure of merit for a free neutron 
n − n̄ search using this approach is Nnt2, where Nn is the to-
tal number of free neutrons observed in the experiment and t is 
the observation time for free neutron propagation. An ambitious 
project at the European Spallation Source (ESS) [82] proposes to 
increase the sensitivity by a factor G ≈ 102 − 103 by using an ad-
vanced version of the ILL approach. It requires a dedicated beam-
line optimized for the production of slow neutrons with a large 
solid angle neutron extraction from the source to take full ad-
vantage of the improved phase space acceptance of supermirror 
neutron optics, which is the main enabling technology for the im-
provement in sensitivity by increasing Nn . The relatively large scale 
of the nontrivial single-bounce elliptical focusing supermirror, vac-
uum chamber, and magnetic shielding and the associated expense 
to realize this approach encourages thought on additional methods 
for increasing Nnt2 and for economizing on the apparatus required.

2. Standard experimental approach to the search for n/n̄
oscillations

Free neutron oscillation searches conducted to date have been 
designed so that the neutrons avoid interactions with matter and 
external fields. The motivation behind this strategy was to mini-
mize the energy difference !E between the neutron and antineu-
tron states during the observation time t . In practice even the best 
magnetic shielding still leaves a large enough residual magnetic 
field that !E # ε, where ε is the off-diagonal mixing term in the 
effective Hamiltonian for the n/n̄ two-state system. Still the os-
cillation rate is not greatly suppressed if the “quasi-free” condition 
(t!E/h̄) < 1 is met, where h̄ is the reduced Planck constant. In this 
so-called “quasifree” regime, the relative phase shift between the 
n and n̄ states, e−i!Et/h̄ , is small enough that the oscillation prob-
ability still grows quadratically with t for short observation times 
and therefore the sensitivity of the measurement is not compro-
mised.

We recently suggested [83–85] that one could also conduct a 
sensitive n − n̄ experiment in which one allows the freely prop-
agating n/n̄ of meV energies to reflect from n/n̄ optical mirrors 
between the neutron source and the antineutron detector. We 
showed that the probability of coherent reflection of n/n̄ from 
matter can be high and the relative phase shift can still be small 
enough to meet the quasifree condition in certain neutron beam 
phase space regimes (for an earlier analysis for ultracold neutrons 
see [86,87]). The value of this observation lies in the additional 
flexibility that it can give for the optimization of the experiment 
with sufficient knowledge of the low energy antineutron-nucleus 
interaction as well as in increasing the experimental sensitivity 
or/and decreasing its cost. For slow neutrons the n̄ coherent scat-
tering amplitude comes from a single s-wave scattering length 
whose real and imaginary parts can be calculated within a phe-
nomenological model [88] reflecting a simple geometrical picture 
of n̄A annihilation. The strong n̄ absorption on the nuclear surface 
means that the real part of the scattering amplitude is very close 
to the nuclear size plus the nuclear skin thickness, and the imagi-
nary part of the scattering amplitude is approximately the same for 
all nuclei [88,89]. This contrasts with the neutron case, where the 
absence of such strong absorption can lead to resonances whose 
effect on the low energy scattering amplitude can vary strongly 
for different isotopes. This relative simplicity of the low energy 
antineutron interaction with nuclei combined with the existing 
experimental data on antinucleon interactions can constrain the 
antineutron-nucleus optical potential to sufficient accuracy to al-
low an intelligent choice of the mirror material to be made for 
such an experiment.

3. Description of the new proposed method

In this work we point out another option for the realization 
of a free n − n̄ experiment which exploits the coherence of an-
tineutron forward scattering in a gas rather than the coherence 
of antineutron reflection from a mirror. We show that one can in 
principle operate a free n − n̄ experiment in a magnetic field that 
can be much larger than employed in past searches if one also in-
troduces gas in the neutron path whose pressure and composition 
is chosen so that the difference in the neutron and antineutron op-
tical potential Vn,opt − Vn̄,opt in the gas cancels the difference 2µB
in the neutron and antineutron potential energies in the magnetic 
field well enough that the quasifree condition is still maintained. 
We show that such a choice is possible for one neutron polariza-
tion state and for realistic values of the neutron and antineutron 
optical potentials in matter and that the additional attenuation of 
the neutron beam through the gas and the effects of the incoher-
ent interactions of the neutrons with the gas can be acceptably 
small for the experiment. This idea shares some similarities with 
analogous ideas developed for the consideration of neutron-mirror 
neutron oscillations [41]. Similar to our previous work, the value 
of this observation lies in the additional flexibility that it can give 
for the optimization of the experiment. In particular it makes it 
possible to imagine conducting the experiment in a much larger 
residual magnetic field than used in past searches provided it is 
sufficiently uniform, thereby relaxing one of the most severe tech-
nical requirements for the experiment. The practical implementa-
tion of this idea requires a degree of understanding of the low 
energy antineutron-nucleus interaction comparable in accuracy to 
that needed for the mirror reflection idea.

For low energy neutrons the coherence in forward neutron scat-
tering through materials is very well established both by theory 
and experiment (see, for example [90,91] and references therein), 
and the concept of the forward index of refraction is well known 
to operate as expected in the case of neutrino oscillations in mat-
ter through the MSW mechanism that theoretically explained the 
physical mechanism behind the solar neutrino deficit [92,93]. Still 
the coherence in scattering from a low density medium such as 
a gas for neutron-antineutron oscillations strikes many as nonin-
tuitive. If the scattering of the projectile from atoms in the gas 
is a simple classical two-body collision that changes the energy 
and momentum of both the projectile and the target, decoher-
ence is generated. This view, stated in some previous calculations 
of decoherence in oscillations occurring in a gas medium [94,95], 
is simply incorrect (although the calculations presented later by 
these authors are fine). We refer to [96] for a clear discussion of 
the persistence of the coherent forward amplitude during propa-
gation of a projectile through a gas of free atoms. The key point 
is that the projectile can avoid all the gas atoms (thereby transfer-
ring no energy or momentum to the atoms) and remain coherent 
after passing through the gas sample while also accumulating the 
phase shifts which comprise the forward scattering amplitude. The 
projectile-atom interactions which transfer energy and momentum 
to the individual atoms are the subset of events which give rise 
to the incoherence and generate diffuse scattering. It is small im-
pact parameters that contribute to the scattering cross section, and 
large impact parameters that contribute to the phase shift, and it 
is at large impact parameters, when scattering is avoided, that the 
phase shift is linear in the interaction strength. Since the cross sec-
tion is quadratic in the interaction strength, the forward amplitude 
accumulates much faster than decoherent scattering can destroy it.

The arguments of this paper apply also to the low energy s-
wave scattering of neutrons and antineutrons, and we can apply 
neutron optics theory to the propagation of antineutrons in gases 
as well. The value of the neutron index of refraction can be written 
as
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1. Introduction

Neutron-antineutron (n − n̄) oscillations would violate the con-
servation law so far observed for baryon number by two units. 
Sensitive searches for processes that violate the conservation of 
baryon number (B) such as proton decay and n − n̄ oscillations and 
also processes that violate lepton number (L) conservation have 
long been of fundamental interest due to the many implications 
such a discovery would imply for particle physics and cosmology 
[1–44]. Cosmological arguments which use the Sakharov criteria 
[2] to generate the baryon asymmetry of the universe starting from 
a B = 0 condition require B violation. Many theoretical models 
possess !B = 2 processes leading to n − n̄ without giving proton 
decay in the most popular !B = 1 channels [24–27,30,31,37,35,45,
39,46]. A class of models called post-sphaleron baryogenesis (PSB) 
(see for example [37] and references therein) can generate the 
baryon asymmetry below the electroweak scale. n − n̄ oscillation 
physics and the closely-related process of n – mirror n oscillations 
has inspired several other recent investigations on a broad variety 
of relevant topics in both theory and experiment [47–61,41,62–69].

Experimental searches for !B = 2 processes involving neutrons 
have been conducted both by searching for antineutron appear-
ance in a free neutron beam and through energy release in un-

* Corresponding author.
E-mail address: gudkov@sc.esu (V. Gudkov).

derground detectors from antineutron annihilation from oscillating 
neutrons bound inside nuclei [10,70–75]. The best free neutron os-
cillation searches have used a slow neutron beam passing through 
a magnetically-shielded vacuum chamber to a thin annihilation 
target surrounded by a low-background antineutron annihilation 
detector. Antineutron annihilation in a target downstream of a free 
neutron beam is a spectacular experimental signature. An essen-
tially background-free search is possible, and any positive signal 
can be extinguished by a very small change in the ambient mag-
netic field. The best constraint on τn→n̄ with free n used an intense 
cold neutron beam at the Institute Laue-Langevin (ILL) [76] which 
built on earlier searches [77,78]. The ILL experiment used a cold 
neutron beam from their 58 MW research reactor with a neutron 
current of 1.25×1011 n/s incident on the annihilation target and 
achieved a limit of τn−n̄ > 0.86 ×108 s [76]. The average velocity of 
the cold neutrons was ∼ 600 m/s and the average neutron obser-
vation time was ∼ 0.1 s. A vacuum of P & 2 × 10−4 Pa maintained 
in the neutron flight volume and a magnetic field of |'B| < 10 nT 
satisfied the quasi-free conditions for oscillations to occur [79–81]. 
Antineutron appearance was sought through annihilation with a 
∼ 130 µm thick carbon film target which generated at least two 
tracks (one due to a charged particle) in the tracking detector 
with a total energy above 850 MeV in the surrounding calorimeter. 
In one year of operation the ILL experiment saw zero candidate 
events with zero background [76] using a tracking detector with 
several cm spatial resolution for the annihilation vertex.

https://doi.org/10.1016/j.physletb.2020.135636
0370-2693/ 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
SCOAP3.
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Fig. 6. Comparing calculation with experiment for total annihilation cross sections on Sn using the potential derived
in Section 3. Solid curve for n̄, dashed curve for p̄. Experimental results for n̄ (filled circles) are from [1]. The single
experimental point for p̄ (star) is from [20], see also Table 2.

the p̄p cross sections exceed significantly the n̄p ones. If the mechanism is the Coulomb focus-
ing then the effect is expected to become stronger as the atomic number of the nucleus increases.
This is indeed observed with calculated cross sections based on an optical potential which fits
all the available experimental results for p̄–nucleus interactions across threshold. Unfortunately
comparable experimental results for p̄ and n̄ exist only for the proton as a target and we had
to use optical potentials for comparisons with the n̄–nucleus experimental results. However,
there is a single experimental result which could be useful in this respect, namely, a prelimi-
nary result of the ASACUSA Collaboration for the total annihilation cross section of p̄ on Sn
at 100 MeV/c [20]. Table 2 shows it to agree with the predictions of the optical potential and
in Fig. 6 we see it in relation to the n̄ cross sections on the same target. The figure suggests that
the n̄ cross sections are larger than the corresponding p̄ cross sections, contrary to the evidence
from Fig. 1.

A possible conclusion that the n̄–nucleus total annihilation cross sections at very low energies
are equal to or larger than the corresponding p̄ cross sections will be at variance with expecta-
tions based on smooth optical potentials and on experimental results for the proton as a target.
A theoretical approach that may explain all the observations has not been presented so far. How-
ever, an experimental approach to this ‘puzzle’ is possible in the foreseeable future by measuring
total annihilation cross sections for antiprotons on the six nuclear targets of Astrua et al. [1] at
the same energies.
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Conclusion
● Antiproton-nucleus optical potentials (w/o the b1 term) were investigated with 

X-ray spectroscopy of antiprotonic atoms. 
● We will perform X-ray spectroscopy for antiprotonic atoms in Ca isotopes (40Ca, 

48Ca) with TES detectors to deduce b0 and b1 parameters. 

● Antineutron-nucleus (proton) scattering lengths will be determined by 
antineutron-nucleus (proton) scattering measurements at low energies. 

● For this purpose, a low-energy antineutron beamline at CERN-AD is proposed. 
● Antineutron-nucleus scattering lengths are very important in search of neutron-

antineutron oscillation.
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