
Holographic Mean field theory & 
How to use it for Condensed matter?

Sang-Jin Sin (Hanyang U.)
2025.02@Yukawa_Kyoto



2

I. Introduction

II. Holographic mean field theory

III. Examples

• 1. Kondo condensation and Kondo lattice.  

• 2. Mott gap classes.  

• 3. Topology in interacting system  

• 4. Encoding lattice (UV) in the holography. 

Mean field theory for strongly coupled systems: 
Holographic approach  JHEP 06 (2024) 100

Mean field theory and holographic Kondo lattice,
2407.01978 

2

https://inspirehep.net/literature/2718941
https://inspirehep.net/literature/2718941
https://inspirehep.net/literature/2803973
https://arxiv.org/abs/2407.01978


• 1. Particle nature is lost. 
• 2. Entire system is strongly entangled.  

 
 

• Introduce the interaction:  
 

Htot = H(x1) + H(x2)
⇒ ψtot = ψi(x1)ψj(x2) ⇒ No entanglement

Htot = H(x1) + H(x2) + Hint(x1, x2)

⇒ ψtot = ∑
ij

cijψi(x1)ψj(x2) ⇒ entanglement
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I. Introduction:  
what happen if interaction is not weak? 



•  Weak coupling:  
in , one term dominance remained. 

• For strong coupling,  
  in  are more evenly distributed  

=> No. of the important terms increases.   
=> every scale is equally important=> QCP   
=> Entire system becomes  one object.  

ψtot = ∑
ij

cijψi(x1)ψj(x2)

cij ψtot = ∑
ij

cijψi(x1)ψj(x2)
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 What if interaction is not weak? 



Recipe?
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The only known calculational scheme for the Emergence!

Apply AdS/CFT to CMT

The whole system ~  one object => Emergence
  If the object is like a black hole => Simplicity restored!                  
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Any Quantitative evidence?

      Well known     +     Transport anomaly in Graphene η/s
	The	story	was	published	as		
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Recent experiments have uncovered evidence of the strongly coupled nature of graphene: the
Wiedemann-Franz law is violated by up to a factor of 20 near the charge neutral point. We describe
this strongly coupled plasma by a holographic model in which there are two distinct conserved U(1)
currents. We find that our analytic results for the transport coefficients for the two current model have a
significantly improved match to the density dependence of the experimental data than the models with only
one current. The additive structure in the transport coefficients plays an important role. We also suggest the
origin of the two currents.

DOI: 10.1103/PhysRevLett.118.036601

Introduction.—It has been argued that graphene near
charge neutrality forms a strongly interacting plasma, the
Dirac fluid. It does not have well-defined quasiparticle
excitations, and is amenable to a hydrodynamic description
[1–10]. Evidence for such a Dirac fluid has appeared in
recent experiments [11] on the violation of the Wiedemann-
Franz law (WFL) in extremely clean graphene near the
charge neutral point; the ratio of heat conductivity and
electric conductivity, L ¼ κ=Tσ, was found to be up to
20 times the Fermi liquid value.
The simplest hydrodynamic model [12], with pointlike

and uncorrelated disorder and a single conserved U(1)
current, agrees with the overall experimental trends, but
has difficulty capturing the density dependencies of both
the electrical (σ) and thermal (κ) conductivities [13]. An
alternative hydrodynamic model, the “puddle” model,
with long-wavelength disorder in the chemical potential
and a single conserved U(1) current, led to a better
agreement with observations [13], but still left room for
improvement.
In this Letter, we explore a model with two conserved

U(1) currents. The idea is that introducing a new neutral
current can enhance the transport of the heat relative to
that of the charge. Our model is formulated in holographic
terms [14,15], to utilize the recent progress in the develop-
ment of transport calculation in gauge-gravity duality
[16–27]. The Dirac fluid in our model is described by an
anti–de Sitter (AdS) black hole in 3þ 1 dimensions, the
holographic dual of a 2þ 1-dimensional system at finite
temperature. The momentum dissipation is treated using
scalar fields, which corresponds to weak pointlike dis-
order. We calculate electric, thermoelectric power, and
thermal conductivities analytically. We find that, under the

assumption that the conserved charges Q1, Q2 are propor-
tional to each other, the theoretical results for the density
dependencies of the electric and heat conductivities can
now satisfactorily match the experimental data in the
Dirac fluid regime.
One possible mechanism for the extra current is the

kinematic constraints of energy-momentum conservation
on the Dirac cone, which reduce the phase space of
electron and hole scattering significantly [4], allowing
electrons and holes to form independent currents as long
as the relaxation time for mixing between the currents is
presumed to be much longer than the Planckian relax-
ation time ℏ=kBT, the time required for the hydro-
dynamic regime to work. It should be noted, however,
that the estimates of electron and hole equilibration
times are made in a quasiparticle framework [4], whose
validity in hydrodynamic regime is just assumed here.
We see that the kinematics on the Dirac cone also
provide a reason why the two charge densities can be
proportional.
dc transport with two Uð1Þ fields.—We start from the

action S ¼
R
d4x

ffiffiffiffiffiffi−gp
L with two gauge fields Aμ, Bμ, a

dilaton field ϕ, and the scalar fields χ1, χ2 for momentum
dissipation,

L ¼ R −
1

2
½ð∂ϕÞ2 þ Φ1ðϕÞð∂χ1Þ2 þ Φ2ðϕÞð∂χ2Þ2&

− VðϕÞ − ZðϕÞ
4

F2 −
WðϕÞ
4

G2; ð1Þ

where F ¼ dA,G ¼ dB, F2 ¼ FμνFμν, etc. We also require
positivity of ΦiðϕÞ, ZðϕÞ, and WðϕÞ. The action (1) yields
equations of motion,
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Transport anomaly in Graphene 
Summary: Holography provides a modeling tool for  hydrodynamics. 
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 Hydrodynamics  vs quantum Holography  in data fitting  
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(albeit with negligible quantum entanglement) insofar as they
do not admit a controllable description via kinetic theory.
Furthermore, it has been shown [27] that strongly interacting
quantum critical fluids have a somewhat different hydrody-
namic description than the canonical Fermi liquids described
above, and this can lead to very different hydrodynamic
properties, including in transport [20,21,27–31], as we will
review in this paper.

Using novel techniques to measure thermal transport
[32–34], the Dirac fluid has finally been observed in
monolayer graphene, and evidence for its hydrodynamic
behavior has emerged [35], as we will detail. However,
existing theories of hydrodynamic transport are not consistent
with the simultaneous density dependence in experimentally
measured thermal and electrical conductivities. In this paper,
we improve upon the hydrodynamic theory of Ref. [27],
describe carefully effects of finite density, and develop a
nonperturbative relativistic hydrodynamic theory of transport
in electron fluids near a quantum critical point. Under
certain assumptions about the equations of state of the
Dirac fluid, our theory is quantitatively consistent with
experimental observations. The techniques we employ are
included in the framework of Ref. [36], which developed a
hydrodynamic description of transport in relativistic fluids
with long-wavelength disorder in the chemical potential [36]
was itself inspired by recent progress employing the AdS/CFT
correspondence to understand quantum critical transport in
strange metals [31,37–44], but as we will discuss, this theory
is also well suited to describe the physics of graphene.

A. Summary of results

The recent experiment [35] reported order-of-magnitude
violations of the Wiedemann-Franz law. The results were
compared with the standard theory of hydrodynamic transport
in quantum critical systems [27], which predicts that

σ (n) = σQ + e2v2
Fn

2τ

H
, (2a)

κ(n) = v2
FHτ

T

σQ

σ (n)
, (2b)

where e is the electron charge, s is the entropy density, n is the
charge density (in units of length−2), H is the enthalpy density,
τ is a momentum relaxation time, and σQ is a quantum critical
effect, whose existence is a new effect in the hydrodynamic
gradient expansion of a relativistic fluid. Note that up to σQ,
σ (n) is simply described by Drude physics. The Lorenz ratio
then takes the general form

L(n) = LDF

(1 + (n/n0)2)2
, (3)

where

LDF = v2
FHτ

T 2σQ

, (4a)

n2
0 = HσQ

e2v2
Fτ

. (4b)

L(n) can be parametrically larger than LWF (as τ → ∞
and n ≪ n0), and much smaller (n ≫ n0). Both of these
predictions were observed in the recent experiment, and fits of
the measuredL to (3) were quantitatively consistent, until large
enough n where Fermi liquid behavior was restored. However,
the experiment also found that the conductivity did not grow
rapidly away from n = 0 as predicted in (2), despite a large
peak in κ(n) near n = 0, as we show in Fig. 1. Furthermore,
the theory of Ref. [27] does not make clear predictions for the
temperature dependence of τ , which determines κ(T ).

In this paper, we argue that there are two related reasons
for the breakdown of (2). One is that the dominant source of
disorder in graphene—fluctuations in the local charge density,
commonly referred to as charge puddles [45–48]—are not
perturbatively weak, and therefore a nonperturbative treatment
of their effects is necessary [49]. The second is that the
parameter τ , even when it is sharply defined, is intimately
related to both the viscosity and to n, and this n dependence is
neglected when performing the fit to (2) in Fig. 1. We develop a
nonperturbative hydrodynamic theory of transport which relies
on neither of the above assumptions, and gives us an explicit
formula for τ in the limit of weak disorder. The key assumption
for the validity of our theory is that the size of the charge
puddles is comparable to or larger than the electron interaction
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FIG. 1. A comparison of our hydrodynamic theory of transport with the experimental results of Ref. [35] in clean samples of graphene at
T = 75 K. We study the electrical and thermal conductances at various charge densities n near the charge neutrality point. Experimental data
are shown as circular red data markers, and numerical results of our theory, averaged over 30 disorder realizations, are shown as the solid blue
line. Our theory assumes the equations of state described in (27) with the parameters C0 ≈ 11, C2 ≈ 9, C4 ≈ 200, η0 ≈ 110, σ0 ≈ 1.7, and
(28) with u0 ≈ 0.13. The yellow shaded region shows where Fermi liquid behavior is observed and the Wiedemann-Franz law is restored, and
our hydrodynamic theory is not valid in or near this regime. We also show the predictions of (2) as dashed purple lines, and have chosen the
three-parameter fit to be optimized for κ(n).
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which request the co-linearity of all momentum vectors
~q1, · · · , ~q4. Therefore available phase space is greatly re-
duced. Such kinematical constraints maintains the non-
equilibrium states and as a consequence, the two currents
Je, Jh behave independently for a long time compared
with the Planck time ⇠ ~/kT , which is the time for hy-
drodynamics to work.

The net electric current J and total number current
Jn which become neutral at Dirac point, are defined by
J = Je + Jh, Jn = Je � Jh, respectively and their elec-
tric charge densities and number densities are related
by Q1 = en1 and Q2 = �en2. The total electric con-
ductivity � = @J

@E and  can be expressed in terms of
Q = Q1 + Q2 and Qn = Q1 � Q2 together with the
proportionality constant gn of Qn = gnQ:

� = �0(1 + (Q/Q0)
2),  =

̄

1 + (1 + g2n)(Q/Q0)2
, (16)

where

�0 =
e2

~ 2Z0, ̄ =
4⇡kB
~

sT

k2
, Q2

0 =
~�0

4⇡kB
sk2. (17)

To fix the parameters, we used four measured values of
ref. [11] at 75K, �0 = 0.338/k⌦, ̄ = 7.7nW/K , Q0 =
e ·320/(µm)2, together with the curvature of density plot
of  to fix gn = 3.2. and assumed charge conjugation
symmetry to set W0 = Z0. Using these, the basic pa-
rameters of the theory as well as the entropy density can
be determined: 2Z0 = 1.387, k2 = 454

(µm)2 , s = 2044 kB
(µm)2 .

We replace all r0 dependence by s, the entropy density
by s = 4⇡kBr20. Cosmological constant is not determined
due to the inherent scale symmetry.

Now, why we can set the proportionality of the two

charges as given in eq. (13). To avoid the issues involved
in the transport by puddle, we simply assume that the
system is homogeneous. Then the number densities of
electrons and holes created by thermal excitation is pro-
portional to the net charge density: for the fermi liquid
case, out of total degree of freedom (d.o.f) n ⇠ k2F ⇠ µ2,
excitable d.o.f is ⇠ kT · µ, because the excitable shell
width is kT . But in hydrodynamic regime, kT >> µ,
therefore entire non-degenerate charge distribution re-
gion is excitable. In fact this is a typical situation of
fermion dynamics described by AdS black hole [27, 28].
In summary, in case of the hydrodynamic regime, the
charge carrier density created is proportional to total de-
gree of freedom, Q, which is the volume of the Dirac cone
above the Dirac point.

We remark that due to strong Coulomb interaction,
the created electron hole pairs can form the bound state,
exciton. Such excitons in homogeneous graphene satisfies
the linear relations between the electric charge and the
exciton number. Although exciton in graphene has been
discussed extensively [29, 30], mosts are only for bi-layer
graphene. However, we expect that strong coulomb in-
teraction in Dirac Fluid regime of single layer graphene
also should be able to make bound state.

(a)

(b)

FIG. 1. Theory vs. Data: (a)density plot of �, (b)that
of . Red circles are for data used in [11, 13], dashed lines
are for one current model and real lines are for two current
model. The parameters are fixed such that  plot is well fit.
The white color is the Dirac fluid regime in which our theory
works, and the blue shaded is for the fermi liquid one.

Discussions: In the presence of an extra current that
carries mainly heat, the violation of WFL is not direct
evidence of a Dirac fluid. However, the fact that such
a phenomenon is quantitatively well described by hydro-
dynamics and gauge/gravity duality, indicates that the
system is strongly correlated.
Disorder and the nature of the scalar field: The scalar

field provides momentum dissipation only when both its
gradient and the vacuum expectation value of its dual
operator, hOIi, are nonzero. The latter is the analogue
of charge density in electric field as one can see from the
Ward identity,

r⌫T
µ⌫ = hOIirµ�

0
I + F 0

µ⌫ hJ
⌫
i . (18)

The role of the source field �0
I = kxI is the chemical po-

tential of impurity and that of hOIi is the density of im-
purity, whose presence gives the momentum dissipation.
It is identified as the subleading order term of the fluctu-
ation of the scalar field near the boundary and nonzero
due to the presence of curvature in AdS spacetime. k2

can be understood as the density of the uniform impurity.
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Why it works for graphene?  
Small Fermi surface (little screening) + 

masslessness (space filling brane )  
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FIG. 3. Disorder in the Dirac fluid. (A) Minimum car-
rier density as a function of temperature for all three sam-
ples. At low temperature each sample is limited by disorder.
At high temperature all samples become limited by thermal
excitations. Dashed lines are a guide to the eye. (B) The
Lorentz ratio of all three samples as a function of bath tem-
perature. The largest WF violation is seen in the cleanest
sample. (C) The gate dependence of the Lorentz ratio is well
fit to hydrodynamic theory of Ref. [5, 6]. Fits of all three
samples are shown at 60 K. All samples return to the Fermi
liquid value (black dashed line) at high density. Inset shows
the fitted enthalpy density as a function of temperature and
the theoretical value in clean graphene (black dashed line).
Schematic inset illustrates the di↵erence between heat and
charge current in the neutral Dirac plasma.

more pronounced peak but also a narrower density de-
pendence, as predicted [5, 6].

More quantitative analysis of L(n) in our experiment
can be done by employing a quasi-relativistic hydrody-
namic theory of the DF incorporating the e↵ects of weak
impurity scattering [5, 6, 39].

L =
LDF

(1 + (n/n0)2)
2 (2)

where

LDF =
HvFlm
T 2�min

and n2
0 =

H�min

e2vFlm
. (3)

Here vF is the Fermi velocity in graphene, �min is the elec-
trical conductivity at the CNP, H is the fluid enthalpy
density, and lm is the momentum relaxation length from

impurities. Two parameters in Eqn. (2) are undeter-
mined for any given sample: lm and H. For simplic-
ity, we assume we are well within the DF limit where
lm and H are approximately independent of n. We fit
Eqn. (2) to the experimentally measured L(n) for all
temperatures and densities in the Dirac fluid regime to
obtain lm and H for each sample. Fig 3C shows three
representative fits to Eqn. (2) taken at 60 K. lm is esti-
mated to be 1.5, 0.6, and 0.034 µm for samples S1, S2,
and S3, respectively. For the system to be well described
by hydrodynamics, lm should be long compared to the
electron-electron scattering length of ⇠0.1 µm expected
for the Dirac fluid at 60 K [18]. This is consistent with
the pronounced signatures of hydrodynamics in S1 and
S2, but not in S3, where only a glimpse of the DF appears
in this more disordered sample. Our analysis also allows
us to estimate the thermodynamic quantity H(T ) for the
DF. The Fig. 3C inset shows the fitted enthalpy density
as a function of temperature compared to that expected
in clean graphene (dashed line) [18], excluding renormal-
ization of the Fermi velocity. In the cleanest sample H

varies from 1.1-2.3 eV/µm2 for Tdis < T < Tel�ph. This
enthalpy density corresponds to ⇠ 20 meV or ⇠ 4kBT
per charge carrier — about a factor of 2 larger than the
model calculation without disorder [18].

To fully incorporate the e↵ects of disorder, a hydrody-
namic theory treating inhomogeneity non-perturbatively
is necessary [40, 41]. The enthalpy densities reported
here are larger than the theoretical estimation obtained
for disorder free graphene, consistent with the picture
that chemical potential fluctuations prevent the sample
from reaching the Dirac point. While we find thermal
conductivity well described by Ref. [5, 6], electrical con-
ductivity increases slower than expected away from the
CNP, a result consistent with hydrodynamic transport in
a viscous fluid with charge puddles [41].

In a hydrodynamic system, the ratio of shear viscos-
ity ⌘ to entropy density s is an indicator of the strength
of the interactions between constituent particles. It is
suggested that the DF can behave as a nearly perfect
fluid [18]: ⌘/s approaches a conjecture by Kovtun-Son-
Starinets: (⌘/s)/(~/kB) & 1/4⇡ for a strongly inter-
acting system [42]. A non-perturbative hydrodynamic
framework can be employed to estimate ⌘, as we discuss
elsewhere [41]. A direct measurement of ⌘ is of great
interest.

We have experimentally discovered the breakdown of
the WF law and provided evidence for the hydrodynamic
behavior of the Dirac fermions in graphene. This pro-
vides an experimentally realizable Dirac fluid and opens
the way for future studies of strongly interacting rela-
tivistic many-body systems. Beyond a diverging thermal
conductivity and an ultra-low viscosity, other peculiar
phenomena are expected to arise in this plasma. The
massless nature of the Dirac fermions is expected to re-
sult in a large kinematic viscosity, despite a small shear
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Theory	fits		
not	only	for	Cr	doped	Bi2Te3		but	also			Mn	doped	Bi2Se3		
		

[1703.07361,	prB,	rapid	comm	서윤석,송근호,SJS]	
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magnetization zero. The longitudinal conductivity in this
limit is

�xx =
(F + G

2)(F �H
2)

F2 +H2G2
. (13)

The MC is defined by �� ⌘ �xx(H)� �xx(0).
Consider the evolution of the system with the doping.

As the surface gap increases, the size of the fermi surface
decreases. See figure 1(a). At x=0.08 gap is large enough
to see transition from WAL to WL for some temperature,
but fermi surface is still large so that particle character
remains. At x=0.1, gap is large enough and fermi sur-
face is small enough to show strong coupling behavior, so
that our theory is well applicable. Figure 1(b) shows the
evolution of MC curve as we raise the doping rate assum-
ing that entire regime can be described holographically.
However the real system is strongly correlated only when
fermi surface is small enough. Therefore we expect that
our theory is valid only in a window of doping rate as well
as that of temperature. This is indeed what happens. In
figure 1(b), the green color indicates the validity island in
parameter space of (�, H), where our theory agrees with
experimental result of ref.[20].

X=0.10	
X=0.08	
X=0.00	

(a) (b)

FIG. 1. Evolution of (a) density of state and (b) MC as we
vary the doping. Again, our theory fit data only in an island
of parameter space (H, �), where � = x.

As we discussed earlier, the problematic part of the
data fitting in weakly interacting picture is the medium
doping regime x ⇠ 0.1 where the transition between the
WAL to WL is smooth. Does our theory fit data in such
region? The answer is given in figure 2, where we took
the data for x = 0.1. Here again, our theory is valid only
in an island of parameter space (H,T ). There are only
4 adjustable parameters: �,�, q�, vF . Others (T,H, µ)
are plot variables. From the data fitting point of view,
the 1.9 K data is di�cult to fit because it has too steep
curvature near zero magnetic field H = 0. If we fit it for
small field region, medium and large field regions are not
fit at all. We believe that at T = 1.9K the fermi surface
is still not small enough and our theory can not fit such
weakly interacting regime by tuning all 4 parameters.

Another important question is whether our result is
universal, namely, independent of details of the matter.
To answer this question at least partially, we worked out
two materials in the validity islands which is shown in

(a) (b)

FIG. 2. (a) Theory v.s data (circle) for x=0.1. T=1.9K is in
fermi liquid regime where our theory does not work. (b) ��

as function ofH and T . Our theory works in the green colored
island of (H,T ) space, where the system is strongly correlated.
We used �

2 = 2747
(µm)2

, vF = 7.5⇥ 104m/s, q� = 7.12.

figure 3(b). Figure 3(a) shows a remarkable similarity
in MC curves for di↵erent TI material. The transition
behavior seems be universal and well described by our
theory.
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FIG. 3. Universality of transition behavior: two di↵erent
materials are described by the same analytic expression with
di↵erent parameter values. (a) MC for Cr doped Bi2Te3 (left)
and for Mn doped Bi2Se3 (right). The data are from ref. [20]
and [19] respectively. (b) strong correlation islands for the
two. Bi2Se3 has bigger island due to the bigger bulk gap.

In weakly interacting picture, the non-trivial behav-
ior of magneto-conductivity in crossover regime is under-
stood by the competition between anti-localization in-
duced by spin-orbit coupling and the localization by sur-
face gap. In holographic picture, the enhancement in
conductivity can be understood as magneto-electric ef-
fect or Witten e↵ect. The interaction term dictates that
external magnetic field generates extra charge carriers
�q ⇠ ✓H to increase the conductivity. The result of the
competition is the sign change in the curvature of MC
curve near H = 0, where

�� ⇠ �
2(1� 4✓2/9)

r
2
0�

2
H

2 +O(H4). (14)

and ✓ = q���
2
/r

2
0. It also explains why crossover from

WAL to WL appears only in relatively low but not very
low temperature region, because r0 ⇠ T for high tem-
perature and ✓ becomes small so that 1 � 2✓/3 cannot

3

magnetization zero. The longitudinal conductivity in this
limit is

�xx =
(F + G

2)(F �H
2)

F2 +H2G2
. (13)

The MC is defined by �� ⌘ �xx(H)� �xx(0).
Consider the evolution of the system with the doping.

As the surface gap increases, the size of the fermi surface
decreases. See figure 1(a). At x=0.08 gap is large enough
to see transition from WAL to WL for some temperature,
but fermi surface is still large so that particle character
remains. At x=0.1, gap is large enough and fermi sur-
face is small enough to show strong coupling behavior, so
that our theory is well applicable. Figure 1(b) shows the
evolution of MC curve as we raise the doping rate assum-
ing that entire regime can be described holographically.
However the real system is strongly correlated only when
fermi surface is small enough. Therefore we expect that
our theory is valid only in a window of doping rate as well
as that of temperature. This is indeed what happens. In
figure 1(b), the green color indicates the validity island in
parameter space of (�, H), where our theory agrees with
experimental result of ref.[20].
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FIG. 1. Evolution of (a) density of state and (b) MC as we
vary the doping. Again, our theory fit data only in an island
of parameter space (H, �), where � = x.

As we discussed earlier, the problematic part of the
data fitting in weakly interacting picture is the medium
doping regime x ⇠ 0.1 where the transition between the
WAL to WL is smooth. Does our theory fit data in such
region? The answer is given in figure 2, where we took
the data for x = 0.1. Here again, our theory is valid only
in an island of parameter space (H,T ). There are only
4 adjustable parameters: �,�, q�, vF . Others (T,H, µ)
are plot variables. From the data fitting point of view,
the 1.9 K data is di�cult to fit because it has too steep
curvature near zero magnetic field H = 0. If we fit it for
small field region, medium and large field regions are not
fit at all. We believe that at T = 1.9K the fermi surface
is still not small enough and our theory can not fit such
weakly interacting regime by tuning all 4 parameters.

Another important question is whether our result is
universal, namely, independent of details of the matter.
To answer this question at least partially, we worked out
two materials in the validity islands which is shown in
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FIG. 2. (a) Theory v.s data (circle) for x=0.1. T=1.9K is in
fermi liquid regime where our theory does not work. (b) ��

as function ofH and T . Our theory works in the green colored
island of (H,T ) space, where the system is strongly correlated.
We used �

2 = 2747
(µm)2

, vF = 7.5⇥ 104m/s, q� = 7.12.

figure 3(b). Figure 3(a) shows a remarkable similarity
in MC curves for di↵erent TI material. The transition
behavior seems be universal and well described by our
theory.
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FIG. 3. Universality of transition behavior: two di↵erent
materials are described by the same analytic expression with
di↵erent parameter values. (a) MC for Cr doped Bi2Te3 (left)
and for Mn doped Bi2Se3 (right). The data are from ref. [20]
and [19] respectively. (b) strong correlation islands for the
two. Bi2Se3 has bigger island due to the bigger bulk gap.

In weakly interacting picture, the non-trivial behav-
ior of magneto-conductivity in crossover regime is under-
stood by the competition between anti-localization in-
duced by spin-orbit coupling and the localization by sur-
face gap. In holographic picture, the enhancement in
conductivity can be understood as magneto-electric ef-
fect or Witten e↵ect. The interaction term dictates that
external magnetic field generates extra charge carriers
�q ⇠ ✓H to increase the conductivity. The result of the
competition is the sign change in the curvature of MC
curve near H = 0, where

�� ⇠ �
2(1� 4✓2/9)
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2
0�

2
H

2 +O(H4). (14)

and ✓ = q���
2
/r

2
0. It also explains why crossover from

WAL to WL appears only in relatively low but not very
low temperature region, because r0 ⇠ T for high tem-
perature and ✓ becomes small so that 1 � 2✓/3 cannot

2

Such an interaction term was first introduced in [24] by
us to discuss the SOC. The strong SOC provides the
band inversion that induces massless chiral fermions at
the boundary, which in turn induces the chiral anomaly
as a nontrivial divergence of the chiral current. In fact,
our interaction term is unique in that it is the leading or-
der term that can take care of anomaly and its coupling
to impurity in a manner with time reversal symmetry
broken.

The solution of equation of motion is given by

A = a(r)dt+
1

2
H(xdy � ydx),

�
(1)
I

= ↵

✓
x

y

◆
, �

(2)
I

= �

✓
x

y

◆
,

ds
2 = �U(r)dt2 +

dr
2

U(r)
+ r

2(dx2 + dy
2), (2)

with U(r) = r
2
�

↵
2 + �

2

2
�

m0

r
+

q
2 +H

2

4r2

+
�
4
H

2
q
2
�

20r6
�

�
2
Hqq�

6r4
,

a(r) = µ�
q

r
+

�
2
Hq�

3r3
, (3)

where µ is the chemical potential, q is charge carrier den-
sity. q and m0 is determined by the regularity condition
at the black hole horizon, At(r0) = U(r0) = 0.

q = µr0 +
1

3
✓H with ✓ =

�
2
q�

r
2
0

(4)

m0 = r
3
0

✓
1 +

r
2
0µ

2 +H
2

4r40
�

↵
2 + �

2

2r20

◆
+

✓
2
H

2

45r0
. (5)

Usually the chemical potential is proportional to the
charge density. However, in our model, there is extra
term ⇠ ✓H, which represents the Witten e↵ect, the mag-
netic field generation by electric charge and vice versa. It
comes from the last term of the action whose microscopic
origin is the spin-orbit interaction[25, 26].

The temperature of the physical system is identified by
the Hawking temperature of the black hole given by

T =
12r40 �

⇥
H

2 + 2r20(↵
2 + �

2) + (q �H✓)2
⇤

16⇡r30
(6)

and the entropy and energy densities are given by s =
4⇡r20, ✏ = 2m0 respectively. Since the boundary on-shell
action is related with pressure by Sonshell = �P, we
get " + P = s T + µ q. Then, the magnetization can be
obtained from M = �

@✏

@H
.

DC transport coe�cients can be calculated by turn-
ing on small fluctuations around background (3) [27];

�Gti = �tU(r)⇣i + �gti(r), �Gri = r
2
�gri

�Ai = t(�Ei + ⇣ia(r)) + �ai(r), (7)

where i = x, y. Notice that equations of motion for fluc-
tuation are time-independent, although there is explicit
time dependence in above ansatz. Here Ei corresponds
to the external electric field and ⇣i = �@iT/T . We define
bulk currents by

J
i =

p
�gF

ir
, Q

i = U(r)2@r

✓
�gti(r)

U(r)

◆
� at(r)J

i
. (8)

which become the electric and the heat current J i, Qi =
hT

ti
i�µJ

i respectively at the boundary(r ! 1). Using
the equations of motion of the fluctuation fields together
with the horizon regularity condition, we can get electric
and heat current at the boundary in terms of the external
sources;

J
i =

(F + G
2)(F �H

2)

F2 +H2G2
Ei

+


✓ +

HG(2F + G
2
�H
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F2 +H2G2

�
✏ijEj
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2)

F2 +H2G2
⇣i +

sTH(F + G
2)

F2 +H2G2
✏ij⇣j

Q
i =

sTG(F �H
2)

F2 +H2G2
Ei +

sTH(F + G
2)

F2 +H2G2
✏ijEj

+
s
2
T

2
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F2 +H2G2
⇣i +

s
2
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2
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F2 +H2G2
✏ij⇣j , (9)

where ⇣i = �(riT )/T as before and

F = r
2
0(↵

2 + �
2) + (1 + ✓

2)H2
� q ✓H

G = q � ✓H. (10)

Now, the transport coe�cients can be read o↵ from

✓
J
i

Q
i

◆
=

✓
�ij ↵ijT

↵̄ijT ̄ijT

◆✓
Ej

⇣j

◆
. (11)

In q� ! 0 limit, Eq. (9) are reduced to those of dy-
onic black hole [28–31]. There are two important symme-
tries of the DC conductivities: one is the anti-symmetry
of the o↵-diagonal components, i.e, Xij = �Xji for all
X = �,↵, ̄; and the other is ↵ij=↵̄ij , which is Onsager’s
relation. If we further take H ! 0 limit,

�xx ! 1 +
q
2

r
2
0(↵

2 + �2)
. (12)

Notice that if we define �2 = ↵
2+�

2, � = �
2

↵2+�2 , then �
2

plays the role of the total impurity density used in [24],
and �

2 and ↵
2 can be interpreted as the magnetic and

non-magnetic impurity density respectively. Therefore �

corresponds to the magnetic doping parameter, which is
usually denoted by x in the literature.

Magneto-conductance:
To compare our results with the data for the non-ferro

magnetic material, we take µ = 0 to set the ferromagnetic

2Δ	
X=0.00	
X=0.08	
X=0.12	

EF	

Figure 1. Evolution of density of state. As we increase the doping and thereby the surface gap
of the TI, the fermi surface gets smaller.

including thermal and thermo-electric transports of surface states of topological insulators

in the regime of strong correlation. We will give 3D plots of each of them. Since not much

data are available for heat transport or thermo-electric transports of Dirac material in such

regime, our study can be regarded as predictions of holographic theory for generic Dirac

materials in the vicinity of charge neutral point 2.

2 Gravity dual of the surface of TI with magnetic doping

Although our target is general Dirac material not just for Topological Insulator (TI), we

want to setup holographic formalism to describe the surface of it, which is one of the

most well studied material with Dirac cone. Phenomenologically, we will be interested in

magneto-transport of TI surface as a consequence of surface gap which is generated by the

magnetic doping.

2.1 Holographic Formulation of the surface state

We setup the holographic model by a sequence of reasonings.

1. The key feature of Topological bulk band is the presence of a surface normalizable

zero-mode. It happens when the bulk band is inverted and one known mechanism

for band inversion is large spin-orbit interaction. So considering boundary is crucial

to discuss TI.

2. On the other hand, in Holographic theory, having both bulk and boundary of a

physical system is very di�cult, if not impossible, since the bulk of the physical system

is already at the boundary of AdS space. In this situation, we have to ’carefully’ delete

either bulk or boundary for holographic description, depending on one’s goal. Our

2Our treatment can be applied for the case with surface gap as well as the case without gap as far as
the system can be considered as a conductor.
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We investigate e↵ects of strong correlation on the surface state of topological insulator (TI). We
argue that electrons in the regime of crossover from weak anti-localization to weak localization, are
strongly correlated and calculate magneto-transport coe�cients of TI using gauge gravity principle.
Then, we examine, magneto-conductivity (MC) formula and find excellent agreement with the data
of chrome doped Bi2Te3 in the crossover regime. We also find that cusp-like peak in MC at low
doping is absent, which is natural since quasi-particles disappear due to the strong correlation.

PACS numbers: 11.25.Tq, 71.10.-d, 72.15.Rn

Introduction: Understanding strongly correlated
electron systems has been a theoretical challenge for sev-
eral decades. Typically, such systems lose quasi-particles
and show mysteriously rapid thermalization [1–4], which
provide the hydrodynamic description [5, 6] of them near
quantum critical point (QCP). Recently, the principle of
gauge-gravity duality [7–9] attracted much interest as a
possibility of the paradigm for strongly interacting sys-
tems, where the system near QCP is mapped to a black
hole. More recently, large violation of Widermann-Frantz
law was observed in graphene near charge neutral point,
indicating that it is a strongly interacting system [10] in
a window of temperature, and the gauge gravity prin-
ciple applied to it exhibited remarkable agreement with
the experimental data [11].

The fundamental reason for the appearance of the
strong interaction in graphene is the smallness of the
fermi sea: in the presence of the Dirac cone, when fermi
surface is near the tip of the cone, electron hole pair cre-
ation from such a small fermi sea is insu�cient to screen
the Coulomb interaction. Because this is so simple and
universal, one can expects that for any Dirac material,
there should be a regime of parameters where electrons
are strongly correlated. Dirac cone also provides the rea-
son why it is a quantum critical system with Lorentz
invariance. The most well known Dirac material other
than the graphene is the surface of a topological insula-
tor (TI) [12, 13]. The latter has an unpaired Dirac cone
and strong spin-orbit coupling, and as a consequence, it
has a variety of interesting physics[14–16] including weak
anti-localization (WAL) [17].

Magnetic doping in TI can open a gap in the surface
state by breaking the time reversal symmetry [18–20],
and it is responsible for the transition from WAL to weak
localization(WL). For extreme low doping, the sharp
horn of the magneto-conductivity curve near zero mag-
netic field can be described by Hikami-Larkin-Nagaoka
(HLN) function [21]. However, for intermediate doping
where the tendency of WAL and weak localization (WL)
compete, a satisfactory theory is still wanted [18, 20, 22]
although there is a phenomenological description [23]
Even in the case the fermi surface is large at low dop-
ing so that the system is a fermi liquid, increasing the
surface gap pushes up the dispersion curve, which makes

the fermi sea small. Then, the logic for strong cou-
pling in graphene works for transition region in surface of
TI. Therefore electron system near the transition region
should be strongly correlated.
In this paper, we investigate magneto-conductivity

(MC) for the surface of a topological insulator with cor-
related electrons using gauge gravity principle. We will
give analytic formulae of all the magneto-transports on
the surface of TI with strong correlation as a function
of magnetic field, temperature and impurity density and
compare the result with Bi2Te3 data of [20]. Most inter-
estingly, in the doping regime with crossover from WAL
to WL, our theory agrees with experimental data nicely
in a window of temperature justifying our suggestion that
electrons in the experimented material are strongly cor-
related in this regime. Our results also show that the
cusp-like peak in MC curve at fixed temperature, which
is the hall-mark of WAL in the weakly interacting sys-
tem, is absent, which can be argued to be a consequence
of strong correlation.
Idea of the model: Our system is the surface of topo-

logical insulator which is a 2+1 dimensional system with
odd number of Dirac cones. Our question is what hap-
pens if such system has strong correlation as well and
the recipe for strong electron-electron interaction is to
use gauge gravity principle or holography. For TI, spe-
cial care is necessary to encode strong spin-orbit coupling
(SOC). Our holographic model is defined on a manifold
M which is asymptotically AdS4. With these setup, our
model is defined by the action,

22
S =

Z

M
d
4
x
p
�g

2

4R+
6

L2
�

1

4
F

2
�

X

I,a=1,2

1

2
(@�(a)

I
)2

3

5

�
q�

16

Z

M

X

I=1,2

(@�(2)
I

)2F ^ F (1)

where q� is the coupling and 
2 = 8⇡G and L is the

AdS radius. From now on, we set 22 = L = 1. The
action contains two pairs of bosons, one for the magnetic
impurities and the other for the non-magnetic ones. To
encode the e↵ect of SOC in the presence of the magnetic
doping, we introduced the last term which is a coupling
between the impurity density and the instanton density.
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Why it works in Condensed Matter?

9

• Relativistic massless theory for graphene.   

• Where is large N in U(1) gauge theory?  

• Origin of SU(3) = degeneracy if 3 color state.  

• SIS: degenerate ground state:  
ex:RVB.  

•
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Why it works (ii)

1.  Ground state degeneracy  
=> Fluctuation/Frustration/Entagnlement 

2. => Long distance entanglement at boundary                                            
     bdy theory should not be local! 

3. No control over the theory? 
         Bulk locality? 

Prescription: Model the system by Bulk Local Theories! 
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Real condensed matter physics by AdS/CFT?

Beyond Graphene? Off the QCP. Need a scale.
Beyond transport? ARPES data. => Need fermion. 

(a) Domain wall geometry (b) Phase Diagram

Figure 1: (a) Hierarchical di↵erence of the temperatures : AdS2 temperature vs AdS2 temper-
ature. The position A and B are the positions of the ’would be horizons’ of AdS2 and AdS4,
respectively. (b) Our theory is e↵ective field theory in the regime of the blue box, while Semi-
holography is that of red box near QCP at T = 0. For heavy fermion cases, the dome is not hiding
the QCP.

features of them. In section 5, we do extensive numerical calculation to find the fully

back-reacted order parameter and metric and use them to calculate the fermion spectral

function again to support the probe limit analytic results. In section 6, we discuss and

conclude.

2 Holographic mean field theory with symmetry breaking

Our holographic mean field theory has four components: 1st, bulk fermions  which are

dual to the boundary fermions with strong interactions. 2nd, order parameter fields �I

describing the condensations of fermion bilinear which is the analogue of the Hubbard-

Statonovich field of the usual mean field theory. 3rd, the gravity describing the interactions

between electrons, and finally the gauge field which should be included to describe the

density or chemical potential of the fermions. In this work, we do not include the vector

for the analytic work but we can do it when we work numerically. For simplicity, we

assume that they can be described by local fields in the bulk not in the boundary, because

we should allow the strongly interacting system in the boundary be described by nonlocal

– 5 –



 Scale from Symmetry breaking
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Theory of dynamical symmetry breaking 
= Mean field theory:  

Study of condensation and  
fermion gaps and their roles out of 4-fermion int.



1. The mean field theory has universal structure : 
 

2. Depending on the type of instability of FS and the gap,  
we have  BCS, CDW, SDW, Kondo lattice,… chap11-20.  

3. Universal Problem:   
New ground state is caused by the instability of the old vacuum. 
Need relevant operator. It happens for large enough coupling at 
low energy of relevant op., where the calculation is not valid in 
general. 

4. Need a formalism to overcome the usual MFT,  
To discuss all above phenomena in the same fashion.  

(c̄kΓic−k) ⋅ (c̄kΓic−k) → Δ̄i ⋅ (c̄kΓic−k) + hc − Δ̄iΔi,

13

Universal  structure & problem of MFT
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I1. Holographic Mean field theory

<  T. Yuk
S. Sukrakarn >
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Effect of Order in holographic theory 

Order : ,     
Dictionary:  
1. First consider : Spin n tensor  dual to ,  

    & find the configuration of  + gravity.  
2. Then, consider  (the gauge singlet version of ),    

and  add   to  .          Index  
 

.  (But ) 

          —> Study  in the fixed (  , )  to get spectrum of . 

⟨ χ̄ΓAχ⟩ ≠ 0

ΦA χ̄ΓAχ
ΦA

ψ dual to χ* χ
ΦA ⋅ ψ̄ΓAψ ℒ0 A = (μ1μ2⋯μn)

ℒ = ψ̄(γμi∂μ − m)ψ + ΦA ⋅ ψ̄ΓAψ ΦA, ψ

ψ(z, x) gμν Φ χ
15

χ
ψ

Φo(x)

Φ(r, x)

AdS

I. Theory of Condensation  = ( ) 
II. Theory of gap = fermion in the bulk. 

ΦM, Aμ, gμν



Holographic Mean field theory 
Bulk locality=> almost unique in leading order.   
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Holographic Fermions Model with order parameter fields

Stotal = S + Sbdy + S
g, �

+ Sint , (6)

S = i

Z
d
d
x

2X

j=1

p
�g  ̄

(j)
⇣
/D �m

(j)
⌘
 
(j)

, (7)

Sbdy =
i

2

Z

bdy
d
d�1

x

p
�h

⇣
 ̄
(1)
 
(1)

±  ̄
(2)
 
(2)

⌘
, (8)

S
g, �

=

Z
d
d
x
p
�g

⇣
R� 2⇤ +|DM�I |

2
�m

2
�|�|

2
⌘
, (9)

Sint =

Z
d
d
x
p
�g

⇣
 ̄
(1)� · � (2) + h.c

⌘
(10)

where �I is order parameter field,  ̄
(1)� · � (2)

is constructed by considering all possible

Lorentz symmetry.

(Hanyang University) Symmetry Breaking E↵ect 2023 5 / 31

I = (μ1μ2⋯μn)

For known , this is a Mean field Theory for fermion.Φ



Results 1: Gap or no-gap 

Among 16 possible ,  

 

 with/without flat band 

Anything else: non-gap  

ΓA

1, Γ5, Γrt produce s-wave gap

Γi, i = x, y produce p-wave gap

17

(a) M (SS)
0 ,!-k (b) M (SA)

0 ,!-k (c) ! = 2.5 (d) ! = 2.5

Figure 2: Spectral Functions (SFs) of scalar source for both quantization choices. (a,b) SFs in
!-k plane. (c,d) SFs in ! = 2.5 slice, the dashed red line in figure (a), is the three dimensional
object in (c,d). The figure at each plane is its projection to each plane. The blue (c) and red (d)
surfaces represent the pole and the branch-cut type singularity, respectively.

4 Features of spectral functions

The spectral functions (SF) can be determined by the imaginary part of the traced Green’s

functions:

A(!, k) = Im[Tr (G)]. (4.1)

Since the analytic results can be obtained when the order parameter fields have only leading

terms we will analyze only such cases.

4.1 Scalar

SS

The essential part of the Green’s functions is given by the trace (3.12),

TrG(SS)
M0

= 4!

q
k2

� !2 +M
2
0

k2
� !2 � i✏

. (4.2)

where k2 =
P

d�1
i=1 k

2
i
, and M0 is the scalar source. The simple pole is located at the surface

of the d dimensional cone where d is dimension of the AdS boundary. Notice that the

symmetry breaking strength M0 does not a↵ect the pole structure but only contributes to

the gap size. In AdS4, the pair of the gapped spectrum with M0, M50 was reported [24].

In AdS5, we do not have the chiral dynamics of the boundary although we should have

corresponding spectrum from the boundary point of view. The di�culty lies in the fact

that the chirality cannot be defined in odd dimensions. We postpone this problem to the

future work.

SA

The analytic expression is given by

TrG(SA)
M0

=
4!q

k2
� !2 +M

2
0

, (4.3)

The main feature of this interaction is the gap generation, as it was noticed in [24, 35,

36]. Therefore, the scalar source in this case can be interpreted as the mass of boundary

– 18 –

(a) M (SS)
0 ,!-k (b) M (SA)

0 ,!-k (c) ! = 2.5 (d) ! = 2.5

Figure 2: Spectral Functions (SFs) of scalar source for both quantization choices. (a,b) SFs in
!-k plane. (c,d) SFs in ! = 2.5 slice, the dashed red line in figure (a), is the three dimensional
object in (c,d). The figure at each plane is its projection to each plane. The blue (c) and red (d)
surfaces represent the pole and the branch-cut type singularity, respectively.

4 Features of spectral functions

The spectral functions (SF) can be determined by the imaginary part of the traced Green’s

functions:

A(!, k) = Im[Tr (G)]. (4.1)

Since the analytic results can be obtained when the order parameter fields have only leading

terms we will analyze only such cases.

4.1 Scalar

SS

The essential part of the Green’s functions is given by the trace (3.12),
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, and M0 is the scalar source. The simple pole is located at the surface

of the d dimensional cone where d is dimension of the AdS boundary. Notice that the

symmetry breaking strength M0 does not a↵ect the pole structure but only contributes to

the gap size. In AdS4, the pair of the gapped spectrum with M0, M50 was reported [24].

In AdS5, we do not have the chiral dynamics of the boundary although we should have

corresponding spectrum from the boundary point of view. The di�culty lies in the fact

that the chirality cannot be defined in odd dimensions. We postpone this problem to the

future work.

SA

The analytic expression is given by

TrG(SA)
M0

=
4!q

k2
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2
0

, (4.3)

The main feature of this interaction is the gap generation, as it was noticed in [24, 35,

36]. Therefore, the scalar source in this case can be interpreted as the mass of boundary
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 Spectral features: gap or not  

 
1

x + iϵ
= P

1
x

− iπδ(x)

where Z = (1� z/zH)�
iwzH

3 . Then by choosing ⇣i0 and ⇣̃⇤
i0 appropriately,

S(z) '

0

BBB@

Z Z Z Z

Z �Z Z Z

Z⇤ Z⇤ �Z⇤ Z⇤

Z⇤ Z⇤ Z⇤ �Z⇤

1

CCCA
, C(z) '

0

BBB@

�Z Z �Z �Z

Z Z Z Z

�Z⇤ �Z⇤ �Z⇤ �Z⇤

Z⇤ Z⇤ �Z⇤ Z⇤

1

CCCA
. (3.42)

Using Z⇤ = Z�1, the horizon value of the matrix Green function is given by

G(z) = �̃C(z)S(z)�1 = i14⇥4, (3.43)

which is rather surprising: G(z) is constant near the horizon while S(z) and C(z) are

singular at z = zH . This result is significant in a numerical calculation and is the main

reason we want to have the flow equations.

4 Spectral Density

We now present our result of numerical calculations and then provide an exact result to

see some of the analytic details.

4.1 The dependence of the gap on the � configuration

Before calculating spectral density, we comment on the complex scalar field �(z). In this

paper, we want to analyze the e↵ect of the interaction term (2.9). We assume that the

probe limit of the complex scalar field with bulk mass squared m2
� = �2[2] is not modified

much by the back reaction from the probe solution,

�(z) = �1z +�2z
2. (4.1)

We found that the gap structure does not depend sensitively on the scalar field configu-

ration. The spectral densities(SD) on the background (3.2) with di↵erent complex scalar

field configurations are shown in Figure 1.

(a) (�1,�2) = (0, 0) (b) (�1,�2) = (2, 0) (c) (�1,�2) = (0, 2)

Figure 1: The gap structure (GS) with di↵erent � configuration. GS are similar for

di↵erent power of z in the leading term of �. We used T = 0.01, µ = 0.

– 9 –

k − ω

k2 − ω2

Notice also: localized band 



Results 2. Classifying the quantum fluid by singularity of G

1. Branch cut type: most of them.    

 

—> New type of Non-Fermi liquid 
      * Observation: CFT singularity structure remains even after  
                              scaling sym. Is broken.       
      * Traditional way:  

ΦA → Bμν...

Branch-Cut Types Green functions

8 (half) of them only branch-cut types green functions appear.

Bu, Bt, Bti, Bui (AdS5)

Bu, Bt, Bti, Bui, B5t, B5u (AdS4)

Figure: Branch-Cut types spectra

2-dimensional slice of

the spectral density

3-dimensional spectral

density

(Hanyang University) Symmetry Breaking E↵ect 2023 5 / 19
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where k2
? = k

2
x + k

2
y, Kxy± =

p
(bxy ± |k?|)2 + k2z � !2, bxy = B

(�1)
xy , and E = k2

� !
2. In

this case, the singularity (k2z � !
2)�1 is not changed or canceled by the trace, so that the

trace of the Green’s function has pole type singularity. We will back to discuss the trace

of these Green’s functions in the next sections.

SA case: The bulk Dirac equations are given by

@u⇠
(SA)
S

� (�2 ⌦ �0)[�
µ⇤
kµ � �µ⌫

B
(�1)
µ⌫ ]⇠(SA)

C
= 0, (3.64)

@u⇠
(SA)
C

+ (�2 ⌦ �0)[�
µ
kµ � �µ⌫⇤

B
(�1)
µ⌫ ]⇠(SA)

S
= 0. (3.65)

The above coupled equations can be decoupled to get exact solution of exponential form.

C(k) = [�µ⇤
kµ � �µ⌫

B
(�1)
µ⌫ ]�1(�2 ⌦ �0)T (k)S(k). (3.66)

The Green’s function for this case is given by

G(k)R = �(�3 ⌦ �2)[�
µ⇤
kµ � �µ⌫

B
(�1)
µ⌫ ]�1(�2 ⌦ �0)T (k). (3.67)

Bxy/SA: By the same calculation, the Green’s function is given by

G(k)(SA)

B
(�1)
xy

=
1

2Kxy+Kxy�

 
g11 g12

g21 g22

!
, (3.68)

with g11 = g
⇤
22 = (Kxy� +Kxy+)(KT

�
bxyky

|k?|
�1) +

bxykx

|k?|
(Kxy� �Kxy+)�3, (3.69)

g12 = g
⇤
21 = �

1

2|k?|
(Kxy� �Kxy+)K̃ � bxy(Kxy� �Kxy+)�0. (3.70)

where k2
? = k

2
x + k

2
y, Kxy± =

p
(bxy ± |k?|)2 + k2z � !2, bxy = B

(�1)
xy ,

K̃ = KUK, U =
2

k2
� !2

 
kx(kx � !) + ky(ky + ikz) ikxkz + ky!

ikxkz + ky! kx(kx + !) + ky(ky � ikz).

!
.

Btz/SS/SA: The decomposition and simplification of the Green’s functions for this

case pose significant challenges. Consequently, we will focus only on the trace of the Green’s

function, which included in the following section.
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where k2
? = k

2
x + k

2
y, Kxy± =

p
(bxy ± |k?|)2 + k2z � !2, bxy = B

(�1)
xy , and E = k2

� !
2. In

this case, the singularity (k2z � !
2)�1 is not changed or canceled by the trace, so that the

trace of the Green’s function has pole type singularity. We will back to discuss the trace

of these Green’s functions in the next sections.

SA case: The bulk Dirac equations are given by

@u⇠
(SA)
S

� (�2 ⌦ �0)[�
µ⇤
kµ � �µ⌫

B
(�1)
µ⌫ ]⇠(SA)

C
= 0, (3.64)

@u⇠
(SA)
C

+ (�2 ⌦ �0)[�
µ
kµ � �µ⌫⇤

B
(�1)
µ⌫ ]⇠(SA)

S
= 0. (3.65)

The above coupled equations can be decoupled to get exact solution of exponential form.

C(k) = [�µ⇤
kµ � �µ⌫

B
(�1)
µ⌫ ]�1(�2 ⌦ �0)T (k)S(k). (3.66)

The Green’s function for this case is given by

G(k)R = �(�3 ⌦ �2)[�
µ⇤
kµ � �µ⌫

B
(�1)
µ⌫ ]�1(�2 ⌦ �0)T (k). (3.67)
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!
, (3.68)

with g11 = g
⇤
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(�1)
xy ,

K̃ = KUK, U =
2
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� !2

 
kx(kx � !) + ky(ky + ikz) ikxkz + ky!

ikxkz + ky! kx(kx + !) + ky(ky � ikz).

!
.

Btz/SS/SA: The decomposition and simplification of the Green’s functions for this

case pose significant challenges. Consequently, we will focus only on the trace of the Green’s

function, which included in the following section.
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G(k, ω) =
Z

ω − ϵk − Σ
+ less singular

3 ways to NFL : i) Σ ∼ ωa with a < 1; ii)Z → 0, iii) f lat band

Bxy
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AdS4 Simple Pole Type Spectral Functions

�(SS),�5(SA) TrGR(kµ) =
4!

p
~k2 � !2 +M2

~k2 � !2

Bx(SA), Bx5(SS)

TrGR(kµ) =
2!

b(k2y � !2)

⇥
(b+ kx)✏� + (b� kx)✏+

⇤

; ✏± =
q

(b± kx)2 + k2y � !2

Bxy(SS), Btu(SA)
TrGR(kµ) = �

2

b!

⇥
(b+ |~k|)✏� + (b� |~k|)✏+

⇤

; ✏± =
q

(b± |~k|)2 � !2

(Hanyang University) Symmetry Breaking E↵ect 2023 26 / 31

2. Pole type  in AdSGR 4



21b=symmetry breaking scale
! Flat band of 0,1,2,3 dim, only from Pole type Gr.

Emergence of Holographic Flat Band in a Finite Region.

The finite region is straightforward to be shown by calculating the residue

of each spectral function at ! near the poles.

TrG� ' 4!|M |
~k2 � !2

,

T rGBi '
4!(b2 � k

2
i )

~k
2
? � !2

⇥(b2 � k
2
i ),

T rGBjk '
4!(b2 � k

2
?)

~k
2
i � !2

⇥(b2 � ~k
2
?),

T rGBtu ' �2(b2 � ~k
2)

!
⇥(b2 � ~k

2)

where b is symmetry broken strength. Figure: Holographic Flat band

(Hanyang University) Symmetry Breaking E↵ect 2023 7 / 19

3. Holographic Flat band (AdS ):  
                    multi layered graphene

5
Emergence of Holographic Flat Band in a Finite Region.

The finite region is straightforward to be shown by calculating the residue

of each spectral function at ! near the poles.

TrG� ' 4!|M |
~k2 � !2

,

T rGBi '
4!(b2 � k

2
i )

~k
2
? � !2

⇥(b2 � k
2
i ),

T rGBjk '
4!(b2 � k

2
?)

~k
2
i � !2

⇥(b2 � ~k
2
?),

T rGBtu ' �2(b2 � ~k
2)

!
⇥(b2 � ~k

2)

where b is symmetry broken strength. Figure: Holographic Flat band

(Hanyang University) Symmetry Breaking E↵ect 2023 7 / 19

Point: Usual Cone 

Flat Line

Flat Disk

Flat Ball

-fnt from branch cutθ
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Interactions Trace of analytic Green’s functions (AdS4) Features/Classification

M0/M05

TrG(SA)
M0

⌘ TrG(SS)
M50

=
4!q

k2
� !2 +M 2

0

Gapful/s-wave gap

TrG(SS)
M0

⌘ TrG(SA)
M50

= 4!

q
k2

� !2 +M 2
0

k2
� !2 � i✏

Topological liquid

Bx/B5x

TrG(SS)

B
(0)
x

⌘ TrG(SA)

B
(0)
5x

=
2!q

(b� kx)2 + k2
y
� !2

+
2!q

(b+ kx)2 + k2
y
� !2

Shifting cones/p-wave gap

TrG(SA)

B
(0)
x

⌘ TrG(SS)

B
(0)
5x

=
2!

b

h(b+ kx)
q
(b� kx)2 + k2

y
� !2 + (b� kx)

q
(b+ kx)2 + k2

y
� !2

k2
y
� !2 � i✏

i
1D flat band

Bxy/Btu TrG(SA)

B
(�1)
xy

⌘ TrG(SS)

B
(�1)
tu

=
2!p

(b� k)2 � !2
+

2!p
(b+ k)2 � !2

Nodal ring

(anti-symmetric) TrG(SS)

B
(�1)
xy

⌘ TrG(SA)

B
(�1)
tu

= �
2

b

h(b+ |k|)
p
(b� k)2 � !2 + (b� |k|)

p
(b+ k)2 � !2

! + i✏

i
2D flat band

Bu TrG(SS)

B
(0)
u

⌘ TrG(SA)

B
(0)
u

=
4!p

k2
� !2

QCP

Bux/B5u

TrG(SS)

B
(�1)
ux

⌘ TrG(SA)

B
(�1)
5u

= 4!
b2 + k2

� !2 + f+f�
f+f�(f+ + f�)

; f± =

r
k2
x
�

⇣
b±

q
!2 � k2

y

⌘2
Filled nodal line

TrG(SA)

B
(�1)
ux

⌘ TrG(SS)

B
(�1)
5u

= 4!
(f+ + f�)

q
!2 � k2

y
� b(f+ � f�)

q
!2 � k2

y
(b2 + k2

� !2 + f+f�)
; f± =

r
k2
x
�

⇣
b±

q
!2 � k2

y

⌘2
Non-singular segment

Bt/B5t

TrG(SS)

B
(0)
t

⌘ TrG(SA)

B
(0)
5t

= 2
⇣ b+ !q

k2
� (b+ !)2

�
b� !q

k2
� (b� !)2

⌘
Filled nodal ring

TrG(SA)

B
(0)
t

⌘ TrG(SS)

B
(0)
5t

=
2

b

q
k2

� (b� !)2 �
q
k2

� (b+ !)2
�

Non-singular disk

Table 2: The summary of trace of Green’s functions and spectral features in AdS4. In AdS4,
the Green’s functions have duality of the trace part between SS and SA quantization which the
key is the fifth gamma matrix �5 which is absent in AdS5 space-time. It is important to note that
k2 = k

2
x + k

2
y for all expressions.

Supplementary Materials

A AdS4 Green’s function, spectral features, classification, and dualities

Even the spectral functions for AdS4 were studied in our previous work but the analytic

results have not been completely reported yet. However, we found the duality between

AdS4 and AdS5 Green’s functions which we will show in this section. We follow the

gamma matrix convention for AdS4 in [24, 27, 38–40].

�t = �1 ⌦ i�2, �x = �1 ⌦ �1, �y = �1 ⌦ �3, �u = �3 ⌦ �0, �5 = i�t�x�y�u
. (A.1)

Under this convention, �5
⌘ �z in our main AdS5 context, so that the bulk gamma matrices

can be decomposed as follows,

�µ =

 
0 �

µ

�
µ 0

!
, �µ⌫ =

 
�
µ⌫ 0

0 �
µ⌫

!
,�µu =

 
0 ��

µ

�
µ 0

!
,

the structure of the gamma matrices shows us that the result of Green’s functions will

be the same as AdS5 by removing complex conjugates in the expressions and eliminating

– 34 –

Inv Green Functions
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Figure 9: The classifications of spectral features for all interaction and quantization types. The
table consists of spectral functions in !-kx,y,z and kx-ky-kz at ! ' 0. The spectra have identical
symmetry on the horizontal alignment and have the same spectral feature on the vertical alignment.
deff is the number of the flat band, semi-metals, nonsingular, and !-shifting spectra appearing in
each k-space section.

space-like antisymmetric tensor type order parameter, postponing other cases to the future

work. We use special lagrangian which permit the non-zero source and zero condensation.

In other words, we use the theory that allowed the alternative quantization of the order

parameter field. Our result will show that indeed our expectation is correct.

We follow the fundamental action model which is given in [38, 39]. Additionally, to

quantize real Bxy alternatively, where only the leading term is nonvanishing, we introduce

At and set the highest order coupling term between At and Bxy as the source of spontaneous

symmetry breaking. The model is then given by

Sg,B,A =

Z
d
5
x
p
�g(R� 2⇤�

1

4
F

2(1 + 8�B2)�
1

3
H

2
�m

2
B

2), (5.1)
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Spectral features



Summary of Holo mean field theory:
order type/ spectral features/ singularity type

24

• Scalar, pseudo scalar : s-wave gap  

•  Spatial vector gives p-wave gap. 

• Temporal vector : nodal ring (2d AdS4), nodal shell(3d AdS5)  

• Flat band : 1,2,3 dim by  ,  

•  Symmetric 2-tensor: D-wave

Bx, Bxy, Btr



Implications
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Lattice=  ,  Transport =IR data.  0.1eV 
So, electrons can not see the lattice! 
They can see only repeated structure or protected by 
the symmetry: Condensation is creation of new order 
although it is expressed as violation of symmetry by the 
OLD ground state!

Lattice <=> Symmetry breaking order.  
Interaction => Entanglement
Duality: 
Qm or Cl depends on the excitation you are looking for

103eV
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application 1 : multi-Kondo 

• Single Kondo: spin impurity in conductor. 

• ExperimenTheor

5.6 Piers Coleman

• The scattering o↵ the Kondo singlet is resonantly confined to a narrow region of order
TK , called the Kondo or Abriksov-Suhl resonance.

Fig. 4: Temperature dependence of resistivity associated with scattering from an impurity
spin from [7, 8]. The resistivity saturates at the unitarity limit at low temperatures, due to the
formation of the Kondo resonance. Adapted from [7].

1.3 The Kondo lattice

In heavy fermion material, containing a lattice of local moments, the Kondo e↵ect develops
coherence. In a single impurity, a Kondo singlet scatters electrons without conserving momen-
tum, giving rise to a huge build-up of resistivity at low temperatures. However, in a lattice, with
translational symmetry, this same elastic scattering now conserves momentum, and this leads to
coherent scattering o↵ the Kondo singlets. In the simplest heavy fermion metals, this leads to a
dramatic reduction in the resistivity at temperatures below the Kondo temperature.
As a simple example, consider CeCu6 a classic heavy fermion metal. Naively, CeCu6 is just
a copper alloy, in which 14% of the copper atoms are replaced by cerium, yet this modest
replacement radically alters the metal. In this material, it actually proves possible to follow the
development of coherence from the dilute single ion Kondo limit, to the dense Kondo lattice, by
forming the alloy La1�xCexCu6. Lanthanum is iso-electronic to cerium, but has an empty f-shell,
so the limit x! 0 corresponds to the dilute Kondo limit, and in this limit the resistivity follows
the classic Kondo curve. However, as the concentration of cerium increases, the resistivity
curve starts to develop a coherence maximum, an in the concentrated limit drops to zero with a
characteristic T 2 dependence of a Landau Fermi liquid (see Fig. 6).
CeCu6 displays the following classic features of a heavy fermion metal:

• A Curie-Weiss susceptibility � ⇠ (T + ✓)�1 at high temperatures.

• A paramagnetic spin susceptibility � ⇠ cons at low temperatures.

Kondo:     ρ(T ) = ρ0 + aT2 + bT5 + cm ln
μ
T

,K. Wilson: RG

Holographic single Kondo effect :

J. Erdmenger, R. Myer,  A. Obanon,  A. Karch,…..: impurity=AdS defect in AdS

Issue :  log T
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Figures and Captions 

 
Figure 1| Schematics of different singlet states in metals with magnetic impurities.      

a, Unoverlapping Kondo singlet state where Kondo clouds are randomly distributed without 

interaction; this is practically the single-ion Kondo problem. b, Overlapping Kondo singlet 

state, i.e., Kondo condensation, where randomly distributed Kondo clouds overlap, interacting 

with each other and forming a correlated electron ground state. c, Kondo lattice where an 

electronic band of conduction electrons and a lattice of localised moments interact, forming a 

hybrid electronic structure. d, Random singlet state where two adjacent impurities interact via 

the RKKY interaction. The configuration of singlets in metals with magnetic moments is 

determined by many factors, such as the impurity density, randomness and complex 



Multi Kondo :   Random vs regular impurities 
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Figure 1| Schematics of different singlet states in metals with magnetic impurities.      

a, Unoverlapping Kondo singlet state where Kondo clouds are randomly distributed without 

interaction; this is practically the single-ion Kondo problem. b, Overlapping Kondo singlet 

state, i.e., Kondo condensation, where randomly distributed Kondo clouds overlap, interacting 

with each other and forming a correlated electron ground state. c, Kondo lattice where an 

electronic band of conduction electrons and a lattice of localised moments interact, forming a 

hybrid electronic structure. d, Random singlet state where two adjacent impurities interact via 

the RKKY interaction. The configuration of singlets in metals with magnetic moments is 

determined by many factors, such as the impurity density, randomness and complex 

single Kondo 

  Kondo Lattice
heavy fermion, 

Kondo insulator 

Random imp. 
: gap 

RKKY 
weak coupling



Random Kondo
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10 years ago,  
H. Im et.al found a tiny gap 
in extremely high P-doped 

Si
A Dirty sample

S-wave gap
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Figures and Captions 

 
Figure 1| Schematics of different singlet states in metals with magnetic impurities.      

a, Unoverlapping Kondo singlet state where Kondo clouds are randomly distributed without 

interaction; this is practically the single-ion Kondo problem. b, Overlapping Kondo singlet 

state, i.e., Kondo condensation, where randomly distributed Kondo clouds overlap, interacting 

with each other and forming a correlated electron ground state. c, Kondo lattice where an 

electronic band of conduction electrons and a lattice of localised moments interact, forming a 

hybrid electronic structure. d, Random singlet state where two adjacent impurities interact via 

the RKKY interaction. The configuration of singlets in metals with magnetic moments is 

determined by many factors, such as the impurity density, randomness and complex 

Phenomena says 
S-wave gap
=> spin 0

Discard vector.  

f †
αcβ = 0 ⊕ 1 = Φ + Aμ

Kondo cloud



For Kondo condensation: scalar-fermion 
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The emergence of Strange metal and Topological Liquid
near Quantum Critical Point in a solvable model

Eunseok Oh, Taewon Yuk, Sang-Jin Sin⇤

Department of Physics, Hanyang University, Seoul 04763, Korea.

(Dated: June 12, 2021)

We discuss quantum phase transition by an exactly solvable model in the dual gravity setup. By
considering the e↵ect of the scalar condensation on the fermion spectrum near the quantum critical
point(QCP), we find that there is a topologically protected fermion zero mode associated with the
metal to insulator transition. Unlike the topological insulator, our zero mode is for the bulk of
the material, not the edge. We also show that the strange metal phase with T-linear resistivity
emerges at high enough temperature as far as a horizon exists. The phase boundaries are calculated
according to the density of states, giving insights on structures of the phase diagram near the QCP.

Introduction: The quantum critical point (QCP) is
believed to be a door to understanding strongly corre-
lated systems[1]. There, the particles are lost by the
strong correlation but the gravity dual description [2–4]
can work by the striking similarities between the QCP
and the black hole: both get the universality and both
can be assigned with the spectral functions and transport
coe�cients [5, 6]. However, too much information is lost
at the QCP and information o↵ the QCP is essential to
identify a physical system from the observed data.

Such motivation led our recent study on the e↵ect of
the symmetry breaking on the fermion spectral function
in [7]. We found features like Fermi arc of semi-metals,
flat band [8] and nodal lines [9] as well as the gap and
pseudo gap [10, 11]. This was rather surprising since the
topology is associated with band structure which usually
become fuzzy if strong correlation is introduced. This
is also a reminiscent to the appearance of the Fermi liq-
uid even in some of most strongly correlated system like
heavy fermions. Understanding such unusual stability of
the spectrum would provide a new insight to the study
of the quantum matters with strong correlation.

In this letter, we will show that if the fermion cou-
ples with a scalar and if the scalar get condensation, the
fermion can get a topologically protected zero mode, and
it can be used to provide an analytic result for the proto-
type quantum transition like that of metal to insulator.

The fermion zero mode with scalar in AdS: Let
the bulk fermion  be the dual field to the boundary
fermion � and �I be the dual bulk field of the operator
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Using Z⇤ = Z�1, the horizon value of the matrix Green function is given by

G(z) = �̃C(z)S(z)�1 = i14⇥4, (3.43)

which is rather surprising: G(z) is constant near the horizon while S(z) and C(z) are

singular at z = zH . This result is significant in a numerical calculation and is the main

reason we want to have the flow equations.

4 Spectral Density

We now present our result of numerical calculations and then provide an exact result to

see some of the analytic details.

4.1 The dependence of the gap on the � configuration

Before calculating spectral density, we comment on the complex scalar field �(z). In this

paper, we want to analyze the e↵ect of the interaction term (2.9). We assume that the

probe limit of the complex scalar field with bulk mass squared m2
� = �2[2] is not modified

much by the back reaction from the probe solution,

�(z) = �1z +�2z
2. (4.1)

We found that the gap structure does not depend sensitively on the scalar field configu-

ration. The spectral densities(SD) on the background (3.2) with di↵erent complex scalar

field configurations are shown in Figure 1.

(a) (�1,�2) = (0, 0) (b) (�1,�2) = (2, 0) (c) (�1,�2) = (0, 2)

Figure 1: The gap structure (GS) with di↵erent � configuration. GS are similar for

di↵erent power of z in the leading term of �. We used T = 0.01, µ = 0.
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Observation of Kondo condensation  
in a degenerately doped silicon metal

Hyunsik Im    1,2  , Dong Uk Lee    3, Yongcheol Jo1, Jongmin Kim1, 
Yonuk Chong    4  , Woon Song5, Hyungsang Kim1, Eun Kyu Kim    3  , 
Taewon Yuk3, Sang-Jin Sin    3  , Soonjae Moon3, Jonathan R. Prance    6, 
Yuri A. Pashkin    6 & Jaw-Shen Tsai2,7

When a magnetic moment is embedded in a metal, it captures nearby 
itinerant electrons to form a so-called Kondo cloud. When magnetic 
impurities are sufficiently dense that their individual clouds overlap with 
each other they are expected to form a correlated electronic ground state. 
This is known as Kondo condensation and can be considered a magnetic 
version of Bardeen–Cooper–Schrieffer pair formation. Here, we examine 
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of states with gap edge peaks below 100 mK. The pseudogap and peaks 
are tuned by applying an external magnetic field and transformed into a 
metallic Altshuler–Aronov gap associated with a paramagnetic disordered 
Fermi liquid phase. We interpret these observations as evidence of Kondo 
condensation followed by a transition to a disordered Fermi liquid.
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systems and electrical transport (Fig. 1). Doping is a versatile tool with 
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In these circumstances, it is very likely that the local moments are  
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Essence of the Kondo Lattice physics: 
1. Heavy fermion, FL 
2. Luttinger volume up. 
On a larger length scale, a very slow coherent motion. 
Both are explained from the 
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Figure 2
(a) Hybridization of localized f and mobile d bands gives rise to a hybridization gap insulator with direct gap 2V and indirect gap
!g ∼ V 2/D. (b) When the interaction is turned on adiabatically, the band gap renormalizes down toward the Kondo temperature.

describes the hybridization between the localized f state and the conduction electrons. At U = 0
and half filling, this model describes a simple hybridized band structure with a direct hybridization
gap V and an indirect gap !g ∼ V 2/D, where D is the half bandwidth, as first noted by Mott
(39) (see Figure 2a). By appealing to adiabaticity, Martin & Allen argued that as U is increased,
provided neutrality is maintained, the gap will simply renormalize downward. At large U, on-site
charge fluctuations of the f state can be eliminated via a canonical Schrieffer–Wolff transformation
(44), and in this limit the model reduces to the Kondo lattice model with J ∼ V 2/U . Adiabaticity
enables one to understand the KI as simply the large U cousin of the original hybridized band
insulator, with a duality between weak and strong coupling in the two models:

Large U ! Small J ∼ V 2

U
,

Small U ! Large J ∼ V 2

U
. 12.

The upshot of this discussion is that the low-energy physics of the KI can be equivalently de-
scribed by a renormalized ALM, with renormalized parameters V ∗, E∗f and !∗g determined by the
Kondo temperature T K (see Figure 2b). Today there are various methods for calculating these
renormalizations, including path integral (13, 15, 45), slave-boson (16, 46–49), Gutzwiller (50), and
dynamical mean-field theory (51–54) formulations, of the Kondo and infinite U Anderson models.

2. RISE OF TOPOLOGY
The concept of topological order has its roots in the pioneering work by Robert Laughlin; by David
Thouless, Mahito Kohmoto, Peter Nightingale & Marcel den Nijs; and by Duncan Haldane on the
integer quantum Hall effect or quantum Hall insulator (55–57). From this work, the quantization
of the Hall effect could be understood as a consequence of a topologically ordered ground-state
wave function, in which the quantization of the Hall constant results from the integer-valued
Chern number of the topology. Later work by Shuichi Murakami, Naoto Nagaosa, & Shoucheng
Zhang; by Charles Kane & Eugene Mele; and by Andrei Bernevig & Taylor Hughes (4, 8, 58)
led to the concept of the spin Hall insulator, which is a two-dimensional TI that is basically two
time-reversed copies of the quantum Hall insulator.
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MFT for the Kondo lattice

large fermion mass.

In section 2, we study the mean-field theory in the non-relativistic framework. In

section 3, we construct a holographic mean-field theory for the Kondo lattice and calculate

the spectral functions. We summarize and discuss in section 4. There are four appendices

describing the mathematical details, which are omitted in the main text.

2 Non-relativistic mean-field model for the Kondo condensation

2.1 Setup

Based on refs. [4–8, 28–37], we construct a non-relativistic model for the Kondo lattice in

continuum limit as follows:

L =  †
✓
i
@

@t
+

r2

2m
+ µ

◆
 + �†

✓
i
@

@t
� �

◆
�

+
gl
2
( † )2 � gs( 

† )(�†�)� gv( 
†~� ) · (�†~��).

(2.1)

 ⌘ ( ", #)T and � ⌘ (�",�#)T describe the light and heavy fermions, respectively. m

is the mass of the light fermion. µ is the chemical potential for the light fermion. � is

the energy level of the heavy fermion without hybridization. ~� = (�1,�2,�3) are the Pauli

matrices. gl is the light-light coupling constant. gs and gv are the scalar- and vector-type

heavy-light coupling constants, respectively. Using the Fierz identity, we can write the

Lagrangian as

L =  †
✓
i
@

@t
+

r2

2m
+ µ

◆
 + �†

✓
i
@

@t
� �

◆
�
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2
( † )2 + g0s( 

†�)(�† ) + g0v( 
†~��) · (�†~� ),

(2.2)

where

g0s :=
gs + 3gv

2
, g0v :=

gs � gv
2

. (2.3)

The mean-field approximation with the density and Kondo condensations M and �’s,

h † i ⌘ �M

gl
, h †�i ⌘ �s

g0s
, h †~��i ⌘

~�v

g0v
, (2.4)

gives the following mean-field Lagrangian

LMF =  †D � U, (2.5)

where

 † :=
⇣
 † �†

⌘
,  :=

 
 

�

!
, (2.6)

D :=

 
i @

@t
+ r2

2m + µ�M �⇤
s + ~� · ~�⇤

v

�s + ~� · ~�v i @

@t
� �

!
, (2.7)

U :=
M2

2gl
+

|�s|2

g0s
+

|~�v|2

g0v
. (2.8)
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MFT for the Kondo lattice (continued)

(a) !(p) without condensation. (b) !(p) with condensation.
(c) Size of the hybridization
gap.

Figure 1: Energy-momentum dispersion and the hybridization gap. m = µ = 0.6, � =

10�8. (a,b) Black lines represent !i and red lines represent the Fermi level. (a) M = 0,

|�s| = 0, |�v| = 0, ✓ = 0. (b) M = 0.1, |�s| = 0.1, |�v| = 0.05, ✓ = 1. (c) M = 0,

|�v| = 0. Black and blue lines show the direct and indirect hybridization gaps, respectively.

The direct gap is approximately linear in |�s|, while the indirect gap is quadratic.

The thermodynamic potential is given by (see appendix A and ref. [82])

⌦ = U +
1

V

X

|~p|<⇤

4X

i=1

⇢
�1

2
|!i(~p)|�

1

�
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h
1 + e��|!i(~p)|
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= U � 1
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Z ⇤

0
dpp2

4X

i=1

|!i(p)|�
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0
dpp2

4X
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ln
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1 + e��|!i(p)|

i
,

(2.9)

where T ⌘ 1/� is the temperature, ⇤ is the momentum cuto↵, and !i(~p) is the energy-

momentum dispersion defined by

G�1(!, ~p) :=

 
! � p

2

2m + µ�M �⇤
s + ~� · ~�⇤

v

�s + ~� · ~�v ! � �

!
, (2.10)

detG�1(!, ~p) ⌘
4Y

i=1

[! � !i(~p)]. (2.11)

In this paper, we set ⇤ to be unity. The first, second, and third terms in the right-hand

side of eq. (2.9) are potential, vacuum, and thermal contributions to ⌦, respectively.

2.2 Energy-momentum dispersion

Solving detG�1(!i, ~p) = 0, we obtain the energy-momentum dispersion

!i=1,··· ,4 = E+ ±

r

E2
� + |�s|2 + |~�v|2 ±

q
(|�s|2 + |~�v|2)2 � |�2

s � ~�v · ~�v|2, (2.12)

where

E± :=
1

2

✓
p2

2m
� µ+M

◆
± �

�
. (2.13)
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Figure 2
(a) Hybridization of localized f and mobile d bands gives rise to a hybridization gap insulator with direct gap 2V and indirect gap
!g ∼ V 2/D. (b) When the interaction is turned on adiabatically, the band gap renormalizes down toward the Kondo temperature.

describes the hybridization between the localized f state and the conduction electrons. At U = 0
and half filling, this model describes a simple hybridized band structure with a direct hybridization
gap V and an indirect gap !g ∼ V 2/D, where D is the half bandwidth, as first noted by Mott
(39) (see Figure 2a). By appealing to adiabaticity, Martin & Allen argued that as U is increased,
provided neutrality is maintained, the gap will simply renormalize downward. At large U, on-site
charge fluctuations of the f state can be eliminated via a canonical Schrieffer–Wolff transformation
(44), and in this limit the model reduces to the Kondo lattice model with J ∼ V 2/U . Adiabaticity
enables one to understand the KI as simply the large U cousin of the original hybridized band
insulator, with a duality between weak and strong coupling in the two models:

Large U ! Small J ∼ V 2

U
,

Small U ! Large J ∼ V 2

U
. 12.

The upshot of this discussion is that the low-energy physics of the KI can be equivalently de-
scribed by a renormalized ALM, with renormalized parameters V ∗, E∗f and !∗g determined by the
Kondo temperature T K (see Figure 2b). Today there are various methods for calculating these
renormalizations, including path integral (13, 15, 45), slave-boson (16, 46–49), Gutzwiller (50), and
dynamical mean-field theory (51–54) formulations, of the Kondo and infinite U Anderson models.

2. RISE OF TOPOLOGY
The concept of topological order has its roots in the pioneering work by Robert Laughlin; by David
Thouless, Mahito Kohmoto, Peter Nightingale & Marcel den Nijs; and by Duncan Haldane on the
integer quantum Hall effect or quantum Hall insulator (55–57). From this work, the quantization
of the Hall effect could be understood as a consequence of a topologically ordered ground-state
wave function, in which the quantization of the Hall constant results from the integer-valued
Chern number of the topology. Later work by Shuichi Murakami, Naoto Nagaosa, & Shoucheng
Zhang; by Charles Kane & Eugene Mele; and by Andrei Bernevig & Taylor Hughes (4, 8, 58)
led to the concept of the spin Hall insulator, which is a two-dimensional TI that is basically two
time-reversed copies of the quantum Hall insulator.

254 Dzero et al.
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MFT for the Kondo lattice  

(a) !(p) without condensation. (b) !(p) with condensation.
(c) Size of the hybridization
gap.

Figure 1: Energy-momentum dispersion and the hybridization gap. m = µ = 0.6, � =

10�8. (a,b) Black lines represent !i and red lines represent the Fermi level. (a) M = 0,

|�s| = 0, |�v| = 0, ✓ = 0. (b) M = 0.1, |�s| = 0.1, |�v| = 0.05, ✓ = 1. (c) M = 0,

|�v| = 0. Black and blue lines show the direct and indirect hybridization gaps, respectively.

The direct gap is approximately linear in |�s|, while the indirect gap is quadratic.

The thermodynamic potential is given by (see appendix A and ref. [82])
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where T ⌘ 1/� is the temperature, ⇤ is the momentum cuto↵, and !i(~p) is the energy-

momentum dispersion defined by

G�1(!, ~p) :=
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s + ~� · ~�⇤
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!
, (2.10)

detG�1(!, ~p) ⌘
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[! � !i(~p)]. (2.11)

In this paper, we set ⇤ to be unity. The first, second, and third terms in the right-hand

side of eq. (2.9) are potential, vacuum, and thermal contributions to ⌦, respectively.

2.2 Energy-momentum dispersion

Solving detG�1(!i, ~p) = 0, we obtain the energy-momentum dispersion

!i=1,··· ,4 = E+ ±

r

E2
� + |�s|2 + |~�v|2 ±

q
(|�s|2 + |~�v|2)2 � |�2

s � ~�v · ~�v|2, (2.12)

where

E± :=
1
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(a) ⌦ versus |�|. (b) ⌦ with strong g0s > g0v > gc. (c) ⌦ with strong g0v > g0s > gc.

Figure 3: Thermodynamic potential at zero temperature. m = µ = 0.6, � = 10�8,

gl = 0.01, T = 0, M = 0 ⇡ Meq, ✓ = ⇡/2 ⇡ ✓eq. Cyan points and line represent the

minima of ⌦. (a,b,d,e) The brighter it is, the higher the value of ⌦. (a) g0s = g0v = 0.8. (b)

g0s = g0v = 1.2. (c) shows ⌦ versus |�| :=
p
|�s|2 + |�v|2 for various g0s = g0v. (d) g

0
s = 1.21,

g0v = 1.19. (e) g0s = 1.19, g0v = 1.21.

To check the stability of our mean-field model, consider ⌦ with large condensation �:

⌦large � =

✓
M2

2gl
+

|�s|2

g0s
+

|�v|2

g0v

◆

| {z }
O(�2)

+
1

V

X

|~p|<⇤

4X

i=1

✓
�1

2
|!i(~p)|

◆

| {z }
O(�1)

+
1

V

X

|~p|<⇤

4X

i=1

⇢
� 1

�
ln
h
1 + e��|!i(~p)|

i�

| {z }
O(�0)

.

(2.18)

For large �, the potential contribution to ⌦, the first term in the right-hand side of eq.

(2.18), is dominant relative to other contributions. Apart from that, for ⌦ to have a

minimum with finite �, ⌦ must not go to negative infinity as � goes to infinity. Therefore,

gl, g0s, and g0v should be positive so that the potential contribution does not go to negative

infinity (see eq. (2.8)). Figure 2a shows the thermodynamic potential in the case of g0s,v < 0.

We can rewrite the stability condition g0s,v > 0 in terms of gs,v in eq. (2.1) as gs > �3gv,

gs > gv (see figure 2b). For the above stability condition to hold, we need nonzero positive

gs.

To analyze the e↵ects of the contributions to ⌦ and the heavy-light coupling g0 at zero

temperature qualitatively, consider

⌦T=0 =
M2

2gl
+

|�s|2

g0s
+

|�v|2

g0v| {z }
�2/g0

+
1

V

X

|~p|<⇤

4X

i=1

✓
�1

2
|!i(~p)|

◆

| {z }
� 1

2

R
|!�|

. (2.19)

Without the vacuum contribution �1
2

R
|!�|, minimization of the potential contribution

�2/g0 gives � = 0 (see the dashed lines in figure 2c). Therefore, �1
2

R
|!�| is important to
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Condensation only for large enough coupling! 
Validity of MFT?



Holographic Kondo Lattice

37

YoungKwon Han  

make a new vacuum with nonzero Kondo condensation �. If g0 is weak, �2/g0 is dominant

so that there is no way to make a new vacuum (see the solid blue line in figure 2c).

Figure 3 shows ⌦ at T = 0 with fixed M = Meq = 0, ✓ = ✓eq = ⇡/2. When g0s,v are

weak, the Kondo condensations do not arise (see the black line in figure 3a). However, as

we increase g0s,v, there is a new vacuum, where the Kondo condensation is nonzero (see the

blue line in figure 3a). Since the thermodynamic potential is invariant under rotation on

the |�s|-|�v| plane if g0s = g0v and ✓ = ⇡/2 (see eqs. (2.8), (2.9), and (2.15)), there are

infinitely many degenerate minima. The critical coupling constant is gc ⇡ 1.167, and the

formation of the Kondo condensation is a first-order quantum phase transition (see figure

3a). If we change g0s,v so that g0s > g0v, then there is a unique minimum with |�s| 6= 0 but

|�v| = 0 (see figure 3b). In the opposite case g0s < g0v, only |�v| forms (see figure 3c).

We also perform the finite-temperature calculation in the case of g0s > g0v (see the blue

region in figure 2b); and show that, if the temperature is low and the heavy-light coupling

is strong, only the scalar-type Kondo condensation forms so that our model is reduced to

a Anderson-like model with lattice (see appendix B).

3 Holographic Kondo lattice model

3.1 Setup

Consider a metric field g, a U(1) gauge field A, two neutral real scalar fields �s,ps, and two

probe spinor fields  (1,2) in AdS4:

Stot = Sbg + Sspin, (3.1)

Sbg = Sbg,bdy +

Z
d4x
p
�g
✓
R+

6

L2
� 1

4
Fµ⌫F

µ⌫

◆

+

Z
d4x
p
�g[�(@µ�s)(@

µ�s)�m2
s�

2
s � (@µ�ps)(@

µ�ps)�m2
ps�

2
ps],

(3.2)

Sspin = Sspin,bdy +
2X

j=1

Z
d4x
p
�gi ̄(j)


1

2

⇣�!
/D (j) �
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/D (j)

⌘
�mj

�
 (j)

+

Z
d4x
p
�g
 
 ̄(1)

 ̄(2)

!T 
g1�ps · �5 V �s · iI4
V �s · iI4 g2�s · iI4

! 
 (1)

 (2)

!
,

(3.3)

Sspin,bdy =
1

2

Z
d3x
p
�h[ ̄(1)(iI4) (1) +  ̄(2)�xy (2)], (3.4)
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where

/D
(j)

= �ae B

a

✓
@B +

1

4
!Bcd�

cd � iqjAB

◆
, h = gguu, (3.5)

L = 1,  ̄(j) =  (j)†�t, (3.6)

�t = �1 ⌦ i�2 =

 
0 i�2
i�2 0

!
, �x = �1 ⌦ �1 =

 
0 �1
�1 0

!
, (3.7)

�y = �1 ⌦ �3 =

 
0 �3
�3 0

!
, �u = �3 ⌦ �0 =

 
�0 0

0 ��0

!
, (3.8)

�5 = i�t�x�y�u, �ab =
1

2
[�a,�b] . (3.9)

ms,ps and m1,2 are the bulk masses of �s,ps and  (1,2), respectively. We list the motivation

for the above action in the following:

• g1 is the coupling strength of  ̄(1)(�ps · �5) (1) that makes a hyperbolic spectrum

of the light fermion dual to  (1) (to see why we have not chosen the scalar-type

interaction, see appendix D).

• We consider the standard-mixed quantization to flatten the spectrum of the heavy

fermion dual to  (2) (see eq. (3.4) and refs. [70, 71, 83]). The flat spectrum comes

from the cancellation of the spinor components making the compact localized states

(CLS) [71, 84].

• g2 is the coupling strength of  ̄(2)(�s · iI4) (2) that isolates the flat spectrum from

others (see appendix D and ref. [71]).

• V is the coupling constant of the inter-flavor interaction  ̄(1)(�s · iI4) (2) hybridizing

the light and heavy fermions.

3.2 Background fields

We first consider the background fields only by neglecting the probe spinor fields:

Sbg = Sbg,bdy +

Z
d4x

p
�g

✓
R+

6

L2
� 1

4
Fµ⌫F

µ⌫

◆

+

Z
d4x

p
�g[�(@µ�s)(@

µ�s)�m2
s�

2
s � (@µ�ps)(@

µ�ps)�m2
ps�

2
ps].

(3.10)

When we choose m2
s = �2,m2

ps = �9/4 and take ansatz

ds2 =
1

u2
[�f(u)�(u)dt2 + dx2 + dy2] +

du2

f(u)u2
, (3.11)

A = At(u)dt, �s = �s(u), �ps = �ps(u), (3.12)
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(H. Liu et.al) 
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so that there is no way to make a new vacuum (see the solid blue line in figure 2c).
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weak, the Kondo condensations do not arise (see the black line in figure 3a). However, as

we increase g0s,v, there is a new vacuum, where the Kondo condensation is nonzero (see the

blue line in figure 3a). Since the thermodynamic potential is invariant under rotation on

the |�s|-|�v| plane if g0s = g0v and ✓ = ⇡/2 (see eqs. (2.8), (2.9), and (2.15)), there are

infinitely many degenerate minima. The critical coupling constant is gc ⇡ 1.167, and the

formation of the Kondo condensation is a first-order quantum phase transition (see figure

3a). If we change g0s,v so that g0s > g0v, then there is a unique minimum with |�s| 6= 0 but

|�v| = 0 (see figure 3b). In the opposite case g0s < g0v, only |�v| forms (see figure 3c).

We also perform the finite-temperature calculation in the case of g0s > g0v (see the blue

region in figure 2b); and show that, if the temperature is low and the heavy-light coupling

is strong, only the scalar-type Kondo condensation forms so that our model is reduced to

a Anderson-like model with lattice (see appendix B).
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(a) Standard (� = iI4) (b) � = �xy (c) � = �5x

Figure 2: Holographic spectral functions for di↵erent boundary actions Sbdy =
R
bdy  ̄� /2

where � = iI4,�xy,�5j with j = x, y. ±Sbdy give essentially the same results with ky $
�ky.

3 Gapping the Dirac band in the Laia-Tong Model

The model for gapping the Dirac band is simply given as the one with scalar coupling � 6= 0.

The analytic result for the Green function in the standard quantization with general bulk

fermion mass and non-vanishing scalar configurations was given in our previous work [54]:

For � = �0u with positive �0,

G
S =

(4µ)
1
2+m�(�2m)� (1 +m+ ⌫)

(k2 � w2)�(�m+ ⌫)�(1 + 2m)
�
µ
kµ�

t
, (3.1)

where parameters µ and ⌫ are given by

µ = k
2 � w

2 + �2

0, ⌫ =
m�0p

µ
. (3.2)

The poles of the Green function are given by those of the gamma function at the non-

positive integers so that the massive spectrum can be read o↵ as

!
2 � k

2 = �2

0

�
1�m

2
/(n+m+ 1)2

�
, n = 0, 1, 2 · · · . (3.3)

For m = 0, the tower of the discrete spectrum reduces to a single particle spectrum

!
2 � k

2 = �2

0
, the Green function simplifies to

G
S =

1

�0 +
q
�!2 + k2x + k2y + �2

0

 
! � kx ky

ky ! + kx

!
, (3.4)

and we have

trGS =
2!

�0 +
q
�!2 + k2x + k2y + �2

0

, (3.5)

trGxy =
�2
q
�!2 + k2x + k2y + �2

0

! + i✏
, (3.6)

trG5x =
�2
q
�!2 + k2x + k2y + �2

0

! � ky
. (3.7)
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make a new vacuum with nonzero Kondo condensation �. If g0 is weak, �2/g0 is dominant

so that there is no way to make a new vacuum (see the solid blue line in figure 2c).

Figure 3 shows ⌦ at T = 0 with fixed M = Meq = 0, ✓ = ✓eq = ⇡/2. When g0s,v are

weak, the Kondo condensations do not arise (see the black line in figure 3a). However, as

we increase g0s,v, there is a new vacuum, where the Kondo condensation is nonzero (see the

blue line in figure 3a). Since the thermodynamic potential is invariant under rotation on

the |�s|-|�v| plane if g0s = g0v and ✓ = ⇡/2 (see eqs. (2.8), (2.9), and (2.15)), there are

infinitely many degenerate minima. The critical coupling constant is gc ⇡ 1.167, and the

formation of the Kondo condensation is a first-order quantum phase transition (see figure

3a). If we change g0s,v so that g0s > g0v, then there is a unique minimum with |�s| 6= 0 but

|�v| = 0 (see figure 3b). In the opposite case g0s < g0v, only |�v| forms (see figure 3c).

We also perform the finite-temperature calculation in the case of g0s > g0v (see the blue

region in figure 2b); and show that, if the temperature is low and the heavy-light coupling

is strong, only the scalar-type Kondo condensation forms so that our model is reduced to

a Anderson-like model with lattice (see appendix B).

3 Holographic Kondo lattice model

3.1 Setup

Consider a metric field g, a U(1) gauge field A, two neutral real scalar fields �s,ps, and two

probe spinor fields  (1,2) in AdS4:

Stot = Sbg + Sspin, (3.1)

Sbg = Sbg,bdy +

Z
d4x
p
�g
✓
R+

6

L2
� 1

4
Fµ⌫F

µ⌫

◆

+

Z
d4x
p
�g[�(@µ�s)(@

µ�s)�m2
s�

2
s � (@µ�ps)(@

µ�ps)�m2
ps�

2
ps],

(3.2)

Sspin = Sspin,bdy +
2X

j=1

Z
d4x
p
�gi ̄(j)


1

2

⇣�!
/D (j) �

 �
/D (j)

⌘
�mj

�
 (j)

+

Z
d4x
p
�g
 
 ̄(1)

 ̄(2)

!T 
g1�ps · �5 V �s · iI4
V �s · iI4 g2�s · iI4

! 
 (1)

 (2)

!
,

(3.3)

Sspin,bdy =
1

2

Z
d3x
p
�h[ ̄(1)(iI4) (1) +  ̄(2)�xy (2)], (3.4)
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Figure 5: Tower of poles. The spectral density function in the mixed quantization near

k = 0, ! = 0.7 in the case of m = �1
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shows a “tower of poles”.

5 Counting degree of freedom in holography

Before we conclude, we want to draw some attention to the counting degrees of freedom

(DOF) in holography which is a bit subtle but important. The subtlety is that, while

each band in the tight-binding theory contributes one DOF, the number of the bands is

not necessarily the same as the DOF in holographic theory. For example, in figure 5, one

can see that there are infinitely many bands, and we can show that, for zero temperature,

they correspond to the simple poles of the gamma functions with non-integer residues.

This is clear from our eq. (3.1) for the source and its sister expression in ref. [54] for

the condensation. Such an infinite tower of bands has been known in the early literature.

See [60, 61] for example. It certainly reveals the presence of a new type of DOF. So the

problem exists not only in this “holographic Lieb lattice model” but also in wide classes of

holographic theories. The Dirac band in holography with a scalar field is also the sum of

the infinite tower at T = 0. At finite temperature/density, however, these poles easily melt

into a fuzzy single band. See figure 5c. Such melting happen for vanishing bulk fermion

mass even near zero temperature, as shown in figures 6 and 7. Our fuzzy Dirac band is

precisely such a case.

Although this looks surprising from the tight-binding point of view, it is not really a

mystery. Even in weakly interacting theory, if we include inter-band transition, the spectral

weights can transfer from one band to the other. Then each band’s contribution to the

degree of freedom is not necessarily fixed to be one, although their sum is fixed. Now,

for strongly interacting theory, a macroscopic number of particles can be entangled, and

counting the degrees of freedom based on particle number in a unit cell loses its ground

because entanglement and correlation can reach far beyond one cell. From this point of

view, the appearance of infinitely many bands is not surprising.
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(a) A(!, k), V = 0. (b) A(!, k), V = 0.5. (c) A(!, k), V = 0. (d) A(!, k), V = 0.5.

(e) g(!), V = 0. (f) g(!), V = 0.5. (g) g(!), V = 0. (h) g(!), V = 0.5.

Figure 5: Holographic Kondo lattice model. The upper four figures (a,b,c,d) shows the spectral
function A(!, k) corresponding to the lower four figures (e,f,g,h) of the density of states g(!),
respectively. We used uh = 10, T ⇡ 0.026 for the left four figures (a,b,e,f), while uh = 2, T ⇡ 0.121
for the right four figures (c,d,g,h). The brighter points in (a,b,c,d) represent higher values of A(!, k).

4 Conclusion

We start from a non-relativistic field theory model with s-d interaction based on the Kondo

model. Our model can be transformed into an Anderson-like model using the Fierz identity

and the mean field approximation, which is more straightforward than the Schrie↵er-Wol↵

transformation. We note that we must consider the instability and add a scalar-type

s-d interaction term to stabilize the mean field calculation. M shifts the dispersion of

the light fermion, while the Kondo condensation hybridizes the light and heavy fermions.

The spin degeneracy is broken when there are two types of Kondo condensation. Our

numerical calculation of the mean field model shows that the Kondo condensation forms

at low temperatures if the s-d mixing is strong. The type of the Kondo condensation is

determined by the inequality of vector- and scalar-type coupling constants. If the vector-

type Kondo condensation does not arise, our mean field model is reduced to a lattice version

of the Anderson model. The formation of the Kondo condensation at zero temperature

with varying s-d mixing exemplifies the first-order quantum phase transition.

Then, based on the result of the non-relativistic mean field model, we propose an

explicitly-symmetry-broken holographic Kondo lattice model using two-flavor spinors in

the standard-mixed quantization. The spinors in the standard and mixed quantizations

give conduction and flat spectra, respectively. We calculate the fermionic spectral function

and density of states and show that the inter-flavor coupling hybridizes the conduction and

flat spectra like the Kondo condensation.

There are some of the things we have left out. We have yet to consider the e↵ect of

an external magnetic field, which is crucial to comparing the theoretical result with the
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(a) Standard (� = iI4) (b) � = �xy (c) � = �5x

Figure 2: Holographic spectral functions for di↵erent boundary actions Sbdy =
R
bdy  ̄� /2

where � = iI4,�xy,�5j with j = x, y. ±Sbdy give essentially the same results with ky $
�ky.

3 Gapping the Dirac band in the Laia-Tong Model

The model for gapping the Dirac band is simply given as the one with scalar coupling � 6= 0.

The analytic result for the Green function in the standard quantization with general bulk

fermion mass and non-vanishing scalar configurations was given in our previous work [54]:

For � = �0u with positive �0,

G
S =

(4µ)
1
2+m�(�2m)� (1 +m+ ⌫)

(k2 � w2)�(�m+ ⌫)�(1 + 2m)
�
µ
kµ�

t
, (3.1)

where parameters µ and ⌫ are given by

µ = k
2 � w

2 + �2

0, ⌫ =
m�0p

µ
. (3.2)

The poles of the Green function are given by those of the gamma function at the non-

positive integers so that the massive spectrum can be read o↵ as

!
2 � k

2 = �2

0

�
1�m

2
/(n+m+ 1)2

�
, n = 0, 1, 2 · · · . (3.3)

For m = 0, the tower of the discrete spectrum reduces to a single particle spectrum

!
2 � k

2 = �2

0
, the Green function simplifies to

G
S =

1

�0 +
q
�!2 + k2x + k2y + �2

0

 
! � kx ky

ky ! + kx

!
, (3.4)

and we have

trGS =
2!

�0 +
q
�!2 + k2x + k2y + �2

0

, (3.5)

trGxy =
�2
q
�!2 + k2x + k2y + �2

0

! + i✏
, (3.6)

trG5x =
�2
q
�!2 + k2x + k2y + �2

0

! � ky
. (3.7)
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(a) A(!, k), V = 0. (b) A(!, k), V = 0.5. (c) A(!, k), V = 0. (d) A(!, k), V = 0.5.

(e) g(!), V = 0. (f) g(!), V = 0.5. (g) g(!), V = 0. (h) g(!), V = 0.5.

Figure 5: Holographic Kondo lattice model. (a,b,e,f) uh = 10. (c,d,g,h) uh = 2. (a,b,c,d)

The brighter it is, the higher the value of A(!, k).

Then, using the Gubser-Klebanov-Polyakov-Witten relation [39, 40], we can show that Gk

is the Green’s function of the boundary operator dual to the probe spinor fields [74].

3.4 Spectral function and density of states

After calculating the Green’s functionGSM
k

in the standard-mixed quantization, we consider

the spectral function A(!,~k) and the density of states g(!) that are defined by

A(!,~k) := lim
�!0+

2 Im trGSM
(!+i�,~k)

, (3.48)

g(!) :=

Z

|~k|<1

dkxdky
(2⇡)2

A(!,~k) =
1

2⇡

Z 1

0
dkkA(!, k), (3.49)

where we have introduced momentum cuto↵ |~k| < ⇤ = 1 and used the rotational symmetry

of the system.

Figure 5 shows the result of numerical calculation with q1 = 23.5, q2 = 0, g1 = 10,

g2 = 15, and m1 = m2 = 0+. � must be 0+ in principle, but we set � = 10�3 in the

numerical calculation. Without V , there exist hyperbolic and flat spectra independently

(see figures 5a and 5c). As we turn on V , the hybridization gap opens (see figures 5b and

5d). At high temperatures, the spectra spread wide and the hybridization gap becomes a

pseudogap (see figures 5c and 5d). The spectra and density of states are asymmetric under

! ! �! unlike the holographic Kondo model for random impurities [27].

4 Conclusion

We start from a non-relativistic field theory model with s-d interaction based on the Kondo

model. Our model can be transformed into an Anderson-like model using the Fierz identity
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(a) At low temperature (uh = 10). (b) At high temperature (uh = 2).

Figure 4: Background fields.

with boundary action

Sspin,bdy =
1

2

Z
d3x

p
�h[ ̄(1)�(1) (1) +  ̄(2)�(2) (2)], (3.30)

where �(j) are some complex 4⇥4 matrices that can be written in the block-diagonal form:

�(j) ⌘
 
�(j)11 0

0 �(j)22

!
. (3.31)

Assuming that the background fields are not a↵ected by the probe spinor fields, we have

�Sspin = (equations of motion term)

+
2X

j=1

1

2

Z
d3x

p
�h[ ̄(j)(�(j) + i�u)(� (j)) + (� ̄(j))(�(j) � i�u) (j)],

(3.32)

where the equations of motion of the probe spinors are given by
" �!

/D �m1 0

0
�!
/D �m2

!
� i

 
g1�ps · �5 V �s · iI4
V �s · iI4 g2�s · iI4

!# 
 (1)

 (2)

!
= 0. (3.33)

Substituting  (j) =: (�h)�1/4�(j) to the equations of motion, we get

[�ae B

a (@B � iq1AB)�m1 � ig1�ps�
5]�(1) + V �s�

(2) = 0, (3.34)

V �s�
(1) + [�ae B

a (@B � iq2AB)�m2 + g2�s]�
(2) = 0. (3.35)

Then, taking

�(j)(t, x, y, u) =

Z
d3k

(2⇡)3
e�i!t+i~k·~x�(j)

k
(u) [k ⌘ (!,~k) ⌘ (!, kx, ky)], (3.36)

we obtain

@u�
(1)
k

+ �u

�i(!+q1At)�t

f
p
�

+ ikx�x+iky�yp
f

+ �m1�ig1�ps�5

u
p
f

�
�(1)
k

+ V �s�u
u
p
f
�(2)
k

= 0, (3.37)

@u�
(2)
k

+ V �s�u
u
p
f
�(1)
k

+ �u

�i(!+q2At)�t

f
p
�

+ ikx�x+iky�yp
f

+ �m2+g2�s

u
p
f

�
�(2)
k

= 0. (3.38)
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results with back reaction: 
T-evolution 

41

(a) T > 2Tc (b) T ⇡ 0.9Tc (c) T ⇡ 0.1Tc (d) Analytic B
(SS)
xy

(e) T > 2Tc (f) T ⇡ 0.9Tc (g) T ⇡ 0.1Tc (h) Analytic B
(SA)
xy

Figure 12: Backreacted fermions spectral functions (SFs) by fixing the order parameter hO1i ⇡

2.0 at T ⇡ 0.1Tc. (a,e) fermions SF with Bxy interaction type at above Tc. In this regime, the
symmetry is restored so that hO1i = 0. (b,f) SFs where the order parameter is of the order
of temperature (T ⇠ Tc ⇠ hO1i). (c,g) SFs where the order parameter is much bigger than
temperature (hO1i � T ). (d,h) SFs generated by our analytic results given in the section 4.

fermion quantization, the main spectral functions maintain the same feature as the probe

limit results. These results emphasize the reliability of probe-limit results, providing the

advantage of avoiding complexities and excessive time calculations associated with full

back-reaction calculations.

6 Discussion

In this paper, we found the analytic expressions of the Green’s function of fermions under

the various types of symmetry breaking: vector and tensor as well as a few types of scalars.

We classified the propagator according to the types of singularities: Some have branch cut

types but some of them have pole types. By having the analytic expressions, although they

are within the probe limit, we now understand why various dimensional flat bands exist

and why they have finite regions of support.

Our setup refers to the order parameter field configuration with zero sub-leading order

term, hO�i = 0. For the scalar condensation in AdS4, an analytic study has already been

made and reported [29], but in the context of AdS5, the presence of the condensation term

gives the Dirac equations nontrivial dependence of u, making the solvability unavailable

for all types of order parameter fields. This is the reason why analytic calculation for

condensation was not considered in the present work.

To support the analytic results which are obtained from the probe background and

also with only source type order parameters, we performed the numerical analysis to find

solutions of a coupled system of gravity with space-like antisymmetric 2-tensor and use
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Application 2. Classifying the Mott gap

42

• Mott gap : gap without order, due to the Coulomb int.  
Hubbard model.  

 
No symmetry breaking, No condensation.  

• Previously Phillips group used  Pauli term  for it. Fμνψ̄Γμνψ

-



Order Gap vs Mott gap 

43

•  Order : gap by condensation by spon.sym.breaking.
• Mott gap: gap by coulomb interaction without sym. breaking. 

• In holography,  
if a matter field has source only or condensation only => Order. 
if a matter field has both source and condensation => induced gap 

• We treat the Mott gap as the induced gap. 

• So, holography can handle the Mott phonomena  
as a hMFT=analogue of Landau theory.  
This is a surprise!  



Pauli term and asymmetry 

44

•  

(a) For Fµ⌫�µ⌫ at T = 0, q = 1 (b) For F 2 at T = 0.025µ, q = 0 (c) For F 2 at T = 0.025µ, q = 1

Figure 1: Spectral function and density of state: (a) For dipole interaction at zero tem-
perature, Mott gap is soft and asymmetric. (b) For electric field like (⌘F 2

 ̄ ) interaction
with q = 0, Mott gap is hard and symmetric. (c) Mott gap is hard and asymmetric as
charge shifted the Fermi surface.

Gauge i⌘ ̄Lint 

Field Gapless Gap Flat Band Effect of q
A = At(z)dt �z

F
2, i�5z

F
2

F
2(⌘ > 0), iF 2�5, iFµ⌫�µ⌫

Fµ⌫�µ⌫�5 Shifting & Bending

Table 1: Mott gaps from different gauge field interactions

Figure 2: DoS for Mott gaps with different interactions at the same paratemeters.

This is clear a evidence that F 2
 ̄ interaction is more suitable to describe the Mott gap in

holography.
We would like to investigate the effect of temperature, coupling strength, fermion mass

in the spectral function as well as in the density of state. We know that the effect of charge
is to shift the position of the Fermi surface [22]. In the presence of the charge q = 1,
we have also found the same feature here. The gap size �M depends on the chemical
potential and the temperature. Since the Mott gap is generated due to non-minimal gauge
field interaction, the gap size is proportional to the chemical potential. The effect of the
temperature is non-trivial here. The gap size increases as the temperature increases which
is opposite to the superconduding gap. The gap size decreases as the bulk fermion mass
increases from zero to 1

2 . The nature of the spectral function changes to pole type when
mf = 1

2 which is consistent with the previous investigation [23]. Since gap generation is
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 ̄ interaction is more suitable to describe the Mott gap in

holography.
We would like to investigate the effect of temperature, coupling strength, fermion mass

in the spectral function as well as in the density of state. We know that the effect of charge
is to shift the position of the Fermi surface [22]. In the presence of the charge q = 1,
we have also found the same feature here. The gap size �M depends on the chemical
potential and the temperature. Since the Mott gap is generated due to non-minimal gauge
field interaction, the gap size is proportional to the chemical potential. The effect of the
temperature is non-trivial here. The gap size increases as the temperature increases which
is opposite to the superconduding gap. The gap size decreases as the bulk fermion mass
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mf = 1

2 which is consistent with the previous investigation [23]. Since gap generation is
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any symmetry breaking in the holographic setup. This is only possible when we consider
non-minimal coupling between the gauge and fermionic fields. In this context, the dipole
interaction term has been utilized in the holographic literature [16–20]. In the spectral func-
tion, there is a gap-like feature. To confirm this Mott gap, we have analyzed the density of
states (DoS) for dipole interaction. From the DoS in the presence of the dipole coupling,
the Mott gap structure is not clear, which can be identified as a ‘soft’ and asymmetric
gap. This motivates us to consider other non-minimal interactions between the gauge field
and fermion. The missing part in holographic Mott physics is the DoS analysis. Finding a
proper Mott gap in the DoS analysis of the holographic fermion is the main motivation of
this paper. Another motivation is to classify Mott gaps and ordered gaps.
In this paper, we first reproduced all the spectral functions for the dipole interaction. We
then analyzed the density of states (DoS) corresponding to the spectral functions, which
was missing in the literature. From the DoS analysis, we argue that the gap for the dipole
interaction may not be a proper Mott gap. We then propose our holographic setup with
different interactions. Based on the interaction part of the Hubbard Hamiltonian, we iden-
tify a suitable non-minimal coupling. From the analysis of spectral functions and DoS, we
obtain the proper Mott gap feature. The dependence on temperature, chemical potential,
coupling constant, and the effect of fermion mass have been discussed in detail. This anal-
ysis is extended to other possible interactions and promoted to the two-flavor fermion case.
For completeness, we revisit all ordered gaps in holographic setups. Finally, we classify all
interactions in the holographic set with Mott gaps, ordered gaps, and flat bands.
This paper is organized as follows. In Section 2, we have revisited holographic setup with
the dipole interaction and proposed our setup with different interactions. The DoS analysis
for Mott gaps are presented in the section 3. In Section 4, we present the classifications
of all interactions in terms of Mott gap, ordered gap and flat bands. We summarize our
findings in Section 5.

2 Basic setup

2.1 Pauli interaction term for Mott gap

Before discussing our proposal for holographic Mott gap, we would like to revisit the previ-
ous model for Mott gap [16]. Holographic Mott gap model is based on the Pauli or dipole
interaction term. The Lagrangian is given by

Lf = i ̄(�µ
Dµ �mf � i

p

2
Fµ⌫�

µ⌫) (2.1)

The above interaction term can not be mapped with Hubbard interaction term for Mott
gap A.8. The background geometry was considered in [16] as follows:

ds
2 =

1

z2


�f(z)dt2 +

dz
2

f(z)
+ dx

2 + dy
2

�
with f(z) = 1�Mz

3 +Q
2
z
4

. (2.2)

This is Reissner-Nordström (RN) AdS black hole geometry. In the zero temperature limit
of the boundary theory implies to the black hole extremal limit. In the extremal limit, the
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Our proposal
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• No order parameter. Use only density. 
• Want more canonical symmetric gap
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in the spectral function as well as in the density of state. We know that the effect of charge
is to shift the position of the Fermi surface [22]. In the presence of the charge q = 1,
we have also found the same feature here. The gap size �M depends on the chemical
potential and the temperature. Since the Mott gap is generated due to non-minimal gauge
field interaction, the gap size is proportional to the chemical potential. The effect of the
temperature is non-trivial here. The gap size increases as the temperature increases which
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we have also found the same feature here. The gap size �M depends on the chemical
potential and the temperature. Since the Mott gap is generated due to non-minimal gauge
field interaction, the gap size is proportional to the chemical potential. The effect of the
temperature is non-trivial here. The gap size increases as the temperature increases which
is opposite to the superconduding gap. The gap size decreases as the bulk fermion mass
increases from zero to 1

2 . The nature of the spectral function changes to pole type when
mf = 1

2 which is consistent with the previous investigation [23]. Since gap generation is

– 5 –
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Holographic Green’s function, A Way to Study Topology!

Topological Hamiltonian Method and Eigenvectors (! = 0)

Ht(k) = �G�1(0,k)

where eigenvector of Ht and H share the same eigenvector, |ni.

Fc = r⇥ hn| @k |ni (2)

Alternative method: ”Cubic of Green’s function”

Fc =
1

3!

Z 1

�1

d!

2⇡
✏µ⌫⇢cTr

⇥
G(@µG�1)G(@⌫G�1)G(@⇢G�1)

⇤
(3)

(Hanyang University) 2024 3 / 9

Monopole Charge and Monopole Number

We found ”charge-like” Curvature. In this work, we will consider topological quantity, the

so-called ”Monopole number,” by integrating the monopole flux over the sphere surface S
2

Monopole Number:

Cn =

I
Fc · dS = i

I
r⇥ hn| @k |ni · dS (4)

(Hanyang University) 2024 4 / 9



Critical case ( )Φ = 0

 

F=dA+A^A =>for Abelian case, denote F=  

 
 

In our first step, we will ignore the degeneracy case and consider just only the occupied

bands. So that the Berry connection and curvature reduce into the trace of occupied index

as follows

Ai(k) = i
X

↵

hv↵(k)| @i |v
↵(k)i , (3.4)

⌦l = ✏ijlTr ↵[Fij ] = ✏ijl(@iAj � @jAi). (3.5)

Here ↵ runs over occupied band, so that there is no interband contribution which make our

Berry curvature becomes abelian. Finally, the abelian Berry curvature can be expressed in

term of 3-component vector which we will use to our next step of investigation.

4 Topological order parameter (cubic method)

one way to investigate the topology using the Green’s function is topological order param-

eter [4]. By this method, the frequency will be integrated.

⌦ =
1

3!

Z 1

�1

d!

2⇡
✏µ⌫⇢lTr

h
G(@µG)�1G(@⌫G)�1G(@⇢G)�1

i
. (4.1)

where µ, ⌫, ⇢ run over !, kx, ky, kz and l runs kx, ky, kz. Notice that the holographic Green’s

functions always gives a singularity structure. As a result, the analytic continuation is

required. By mapping (! ! i!), the integral well is defined.

5 Geometry and topology

5.1 Non-interacting fermions

At zero temperature

For zero temperature, we use the Green’s function derived in our previous work, which

the analytic Green’s function is completely determined. We first investigate in geometric

properties by using the topological hamiltonian method. The connection is given:

A
11 = A

22 =
|k|� kx

2|k|(k2y + k2z)
(0,�kz, ky)

T (5.1)

A
33 = A

44 =
|k|+ kx

2|k|(k2y + k2z)
(0,�kz, ky)

T (5.2)

A
13 = A

24 = A
31⇤ = A

42⇤ =

q
k2

� k2x

2k2(k2y + k2z)
(�i(k2y + k2z), ikxky + |k|kz, ikxkz � |k|ky)

T

(5.3)

and A
12 = A

21 = A
34 = A

43 = A
14 = A

41 = A
32 = A

23 = 0. Then we can calculate the

curvature which we will consider just occupied bands ↵ = 1, 2. One can see that A12 = A
21.

So, the curvature for this case is so far abelian.
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(a) Berrey Curvature with closed integral surface (b) Phase Diagram

Figure 1: (a) Berry curvature in momentum space of non-interacting holographic fermions at low
temperature with closed surface. The curvature shows the same feature with the dirac monopole.
(b) Berry curvature density in momentum space where k2 = k2x + k2y + k2z . The density behaves as
an inverse k-squred function.

Fky ,kz = �Fkz ,ky =
kx

2k3/2
1 (5.4)

Fkz ,kx = �Fkx,kz =
ky

2k3/2
1 (5.5)

Fkx,ky = �Fky ,kx =
kz

2k3/2
1 (5.6)

⌦ =
1

k3/2
(kx, ky, kz)

T (5.7)

The result reveals that the geometric charactor of noninteracting holographic fermions

with standard-standard quantization is nothing but a dirac monopole. Then according to

Stockes’s theorem, one can calculate the Berry flux over an arbitrary surface. Through

this paper, we will call the result of integral as monopole number which is a topological

number. the detail will be discuss in up coming section.

flux =

Z

S
⌦ · dS = 2⇡ (5.8)

Simultaneously, the result from topological order parameter (4.1) also gives the same

result, meaning that the topological method is formulated for the case the trace over

occupied state.

At finite temperature

For at the finite temperature, the analytic expression can not be used since the Green’s

function usually be deformed due to the temperature. In term of gravity side, the size
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Topological Liquid : scalar order without gap 

48

Holographic: Scalar interacting system

S =

Z
d
5
x

2X

j=1

p
�g  ̄

(j)
⇣�!

/D �
 �
/D

2
�m

(j)
⌘
 
(j)

, (5)

Sg,� =

Z
d
5
x
p
�g

⇣
R� 2⇤�rM�2

�m
2
�|�|

2
⌘

(6)

Sint =

Z
d
5
x
p
�g

⇣
i� ̄(1)

 
(2) + h.c

⌘
. (7)

where /D = �M
DM , DM = (@M � iqAM + 1

4!M↵��↵�)
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Scalar Interaction case(SS quantization)  

Spectrum is pole type, differ from critical case.
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(a) Berrey Curvature with closed integral surface

(b) Phase Diagram

Figure 3: (a) Berry curvature in momentum space of non-interacting holographic fermions at low
temperature with closed surface. The curvature shows the same feature with the dirac monopole.
(b) Berry curvature density in momentum space where k2 = k2x + k2y + k2z . The density behaves as
an inverse k-squred function.

Before trace over occupied bands, we get following curvature

Fky ,kz = �Fkz ,ky =

0

BB@

kx+bx

2
�
(bx+kx)2+k2y+k2z

�3/2 0

0 kx�bx

2
�
(bx�kx)2+k2y+k2z

�3/2

1

CCA (5.9)

Fkz ,kx = �Fkx,kz =

0

BB@

ky

2
�
(bx+kx)2+k2y+k2z

�3/2 0

0 ky

2
�
(bx�kx)2+k2y+k2z

�3/2

1

CCA (5.10)

Fkx,ky = �Fky ,kx =

0

BB@

kz

2
�
(bx+kx)2+k2y+k2z

�3/2 0

0 kz

2
�
(bx�kx)2+k2y+k2z

�3/2

1

CCA (5.11)

⌦ =
1

2
�
(bx + kx)2 + k2y + k2z

�3/2 (kx + bx, ky, kz)
T +

1

2
�
(bx � kx)2 + k2y + k2z

�3/2 (kx � bx, ky, kz)
T

(5.12)

What we found above is dirac monopoles shifting from the origin with range |bx| which is

the symmetry breaking strength. See figure 4.

There are 2 important point to notice. i) one can see that the each monopole contain

one-half factor so that if one look far enough respect to the origin point, then the 2-dirac

monpoles will merge into a single monopole observed in non-interacting and scalar case.

ii) The sign of the monopole is plus-plus so that this is not the Weyl semi-metal. In order

to get the Weyl semi-metal, which the monopole is plus-minus, one need to modify the

model. So, we might call this topological feature as shifting monopoles.
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Quantum Critical Point (QCP)

At the QCP, the fermions propagator shows as Non-Fermi liquids

G(!, k)
���
QCP

/
!

p
k2 � !2

(1)

Figure: Quantum Critical Point and its Spectral Function
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Spectrum of  free
Fermion

Berry curvature 
for both cases

Spectrum of  scalar  
coupled Fermion

However, Berry Curvature is  Identical to critical case.  
The same Dirac monopole  



Scalar Interaction case (SA quantization)  

•  Gapped spectrum 

•Trivial topology

50

(a) M (SS)
0 ,!-k (b) M (SA)

0 ,!-k (c) ! = 2.5 (d) ! = 2.5

Figure 2: Spectral Functions (SFs) of scalar source for both quantization choices. (a,b) SFs in
!-k plane. (c,d) SFs in ! = 2.5 slice, the dashed red line in figure (a), is the three dimensional
object in (c,d). The figure at each plane is its projection to each plane. The blue (c) and red (d)
surfaces represent the pole and the branch-cut type singularity, respectively.

Diagonal interaction in fermion flavors

For the scalar, we consider the case where the fermion-scalar interaction is diagonal type,

namely,

Sint =

Z
d
5
x
p
�g

⇣
 ̄
(i)� · � (i) + h.c

⌘
.

In this case, we have independent sum of two flavors and the result is following.

TrGM0 =
2!

�M0 +
q
k2

� !2 � i✏+M
2
0

(4.4)

Notice that the sign of M0 is important: for sign(M0) > 0 we have gapless spectrum

while for negative case we have gapped one. Therefore, in the intra-flavor case with Lint =

i�( ̄(1)
 
(1)), the massless-gapped phase transition depends on the changing sign ofM0 [29].

However, in our inter-flavor with Lint = i�( ̄(2)
 
(1) + h.c), there is no phase transition

under the sign change of M0. See figure 2(a,c). It turns out that for all interaction types

other than the scalar-fermion, there is no such phase transition between the gap-gapless

phases in the spectral function.

4.1.1 Radial scalar Bu

SS and SA

For this interaction, there is no e↵ect from the order parameter b due to the cancelation

that happened during calculation of the Green’s function, see (3.24). In fact, this has been

a puzzle from the view of the numerical calculation. As a result, the trace of the Green’s

function, regardless the quantization choice, is given by

TrG(SS,SA)

B
(0)
u

=
4!p

k2
� !2

, (4.5)

which is the same as that of critical point where Bu = 0.
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where k2
? = k

2
x + k

2
y, Kxy± , bxy are define in (3.68) and

K̃ = KUK, U =
2

k2
� !2

 
kx(kx � !) + ky(ky + ikz) ikxkz + ky!

ikxkz + ky! kx(kx + !) + ky(ky � ikz).

!
.

Btz/SS/SA: The decomposition and simplification of the Green’s functions for this

case pose significant challenges. Consequently, we will focus only on the trace of the Green’s

function, which included in the following section.

4 Features of spectral functions

The spectral functions (SF) can be determined by the imaginary part of the traced Green’s

functions:

A(!, k) = Im[Tr (G)]. (4.1)

Since the analytic results can be obtained when the order parameter fields have only leading

terms we will analyze only such cases.

4.1 Scalar

SS

The essential part of the Green’s functions is given by the trace (3.12),

TrG(SS)
M0

= 4!

q
k2

� !2 +M
2
0

k2
� !2 � i✏

. (4.2)

where k2 =
P

d�1
i=1 k

2
i
, and M0 is the scalar source. The simple pole is located at the surface

of the d dimensional cone where d is dimension of the AdS boundary. Notice that the

symmetry breaking strength M0 does not a↵ect the pole structure but only contributes to

the gap size. In AdS4, the pair of the gapped spectrum with M0, M50 was reported [24].

In AdS5, we do not have the chiral dynamics of the boundary although we should have

corresponding spectrum from the boundary point of view. The di�culty lies in the fact

that the chirality cannot be defined in odd dimensions. We postpone this problem to the

future work.

SA

The analytic expression is given by

TrG(SA)
M0

=
4!q

k2
� !2 +M

2
0

, (4.3)

The main feature of this interaction is the gap generation, as it was noticed in [24, 38,

39]. Therefore, the scalar source in this case can be interpreted as the mass of boundary

fermions. In AdS5, only scalar SA quantization can generate the gap, while in AdS4 case,

both M0,M
2
05 can do that. See figure 2(b,d).
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 Vector  Interaction : Separated Dirac monopole   

51

Spectrum  

Berry curvature

(a) Berrey curvature with closed integral surface (b) Berry curvature on kz-kx plane

Figure 4: (a) Berry curvature in momentum space of vector type interaction. The dirac monopoles
shift in ±kx direction. (b) The curvature on the kz-kx plane

6 Space-like tensor type interaction

For this case, there is no degeneracy in the topological hamiltonian, so one can skip into

the calculation of the abelian Berry curvature with the trace over occupied.

⌦ =
kz(f� � f+)2(k

2
� b2)

4
p
2|k?|f�f+

�
(k2

� b2)(k2
� b2xy � f�f+)

�3/2

0

BBBB@

�
|k?|(f� � f+) + bxy(f� + f+)

�
sin ✓

�
|k?|(f� � f+) + bxy(f� + f+)

�
cos ✓

4kz(b2xy+k2
?+k2z)

⇣
(k2

?+k2z)(f��f+)+bxy |k?|(f�+f+)

⌘

(k2
?+k2z�b2xy)(f��f+)2

1

CCCCA

(6.1)

where f± =
p
(bxy ± k?)2 + k2z and k? =

q
k2x + k2y. The appearance of the curvature

vector field is monopole with ring structure. See figure 5. The expresion shown in (6.1) is

quite complicated and might cannot see the singularity structure. To simplify it, we take

the limit at kz ! 0

⌦|kz!0 ⇡
i
p
2kzq

k2x + k2y � b2(b2 � k2x � k2y + |b2 � k2x � k2y|)
3/2

(kx, ky, 0)
T (6.2)

One can see that the the singularity is located at k2x+k2y = b2. Now we are going to discuss

why this one is called monopole ring. If one look far enough from the origin surprisingly the

expression (6.1) reduces into dirac monopole as shown at (5.7). This statement also true

for vector case (Bx), so that monopole number by integrating Berry flux over big sphere

surface is unchange and also temperature independent for standard-standard quantization.

See figure 6
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(a) B(0)(SS)
x ,!-kx (b) B(0)(SS)

x ,!-k? (c) ! ' 0 (d) ! = 2.5

(e) B(0)(SA)
x ,!-kx (f) B(0)(SA)

x ,!-k? (g) ! = 0 (h) ! = 2.5

Figure 5: Spectral functions (SFs) of Bx source for both quantization choices. (a,b,e,f) SFs in
!-kx,!-k? plane. (c,g) SFs in ! = 0, and (d,h) SFs for ! = 2.5 correspondingly to the dashed red
lines. In (g,h), if kx /2 [�b, b] the pole type singularity disappears so that only kx /2 [�b, b] which
the arc lines visible. The box’s background represents the certain slices at each momentum is zero.

where k2
? = k

2
y + k

2
z . The SF shows the superposition of two Dirac cones shifted along the

kx direction, which are non-interacting with each other.(4.10). The distance between the

Dirac points is 2b and the surface of the cones are branch-cut type singularity. Notably,

the SF in the !-kx plane exhibits a shifting of 2dimensional Dirac cones, see fig 5(a). In

the section of !-k? plane; it shows a gap, see figure 5(b).

SA

The trace of the Green’s function matrix (3.44) for µ = x is given by

TrG(SA)

B
(0)
x

=
2!

b

h(b+ kx)
q

(b� kx)2 + k2
? � !2 + (b� kx)

q
(b+ kx)2 + k2

? � !2

k2
? � !2 � i✏

i
. (4.11)

The main feature of the spectrum is shifted Dirac cones in ±kx direction: two Dirac points

is connected by flat band of 1-dimensional pole singularity (!2
� k2

?)
�1 along kx 2 [�b, b].

See figure 5(e,f). It is important to note that the residue is zero for kx /2 [�b, b], so there

is no singularity outside the interval. See figure 5(g,h).

– 22 –

(a) Berrey Curvature with closed integral surface

(b) Phase Diagram

Figure 3: (a) Berry curvature in momentum space of non-interacting holographic fermions at low
temperature with closed surface. The curvature shows the same feature with the dirac monopole.
(b) Berry curvature density in momentum space where k2 = k2x + k2y + k2z . The density behaves as
an inverse k-squred function.

Before trace over occupied bands, we get following curvature
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What we found above is dirac monopoles shifting from the origin with range |bx| which is

the symmetry breaking strength. See figure 4.

There are 2 important point to notice. i) one can see that the each monopole contain

one-half factor so that if one look far enough respect to the origin point, then the 2-dirac

monpoles will merge into a single monopole observed in non-interacting and scalar case.

ii) The sign of the monopole is plus-plus so that this is not the Weyl semi-metal. In order

to get the Weyl semi-metal, which the monopole is plus-minus, one need to modify the

model. So, we might call this topological feature as shifting monopoles.
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52

Holographic 2-Dimensional Flat Band

S =

Z
d
5
x

2X

j=1

p
�g  ̄

(j)
⇣�!

/D �
 �
/D

2
�m

(j)
⌘
 
(j)

, (8)

Sg,Bµ⌫ =

Z
d
5
x
p
�g

⇣
R� 2⇤� |DM�I |

2
�m

2
�|�|

2
⌘
, (9)

Sint =

Z
d
5
x
p
�g

⇣
Bµ⌫ ̄

(1)�µ⌫
 
(2) + h.c

⌘
. (10)

where /D = �M
DM , DM = (@M + 1

4!M↵��↵�), and B = Bxy(u) dx ^ dy
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 Topology of Flat band

53

Spectrum =2d Disk  Berry curvature=monopole Ring

(a) x-y plane (b) x-z plane (c) y-z plane

Figure 5: (a) Berry curvature in momentum space of tensor type interaction (Bxy). The dirac
monopole becomes monpole ring with radius bxy . (b-d) The curvature on the kx-ky , kx-kz , ky-kz
plane, respectively

Figure 6: Berry curvature for various types of interaction in k-space and the curvature

at far from the origin point of view
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(a) B(�1)(SA)
xy ,!-k? (b) B(�1)(SA)

xy ,!-kz (c) ! ' 0 (d) ! = 1

(e) B(�1)(SS)
xy ,!-k? (f) B(�1)(SS)

xy ,!-kz (g) ! = 0 (h) ! = 1

Figure 7: Spectral function (SFs) of Bxy source for both quantization choices. (a,b,e,f) SFs in
!-kx,!-k? planes. (c,g,) SFs in ! = 0, and (d,h) ! = 1 correspondingly to the dashed red lines.
The spectral functions have rotational symmetry for each fixing kz. The background of the box
represents the certain slices at each momentum is zero.

Where k2
? = k

2
x + k

2
y, which is perpendicular to kz. The structure of SF is di↵erent to

Bx case due to rotational symmetry in k-space. In this case, the cone shifts along k?
directions, which makes the nodal line instead of separated two-Dirac points. Meanwhile,

an infinite 1-dimensional pole-type singularity exists on a disk k? 2 [�b, b]. See figure

7(e,f) In kx-ky-kz space, if ! slightly increases from 0, the singularity splits in kz direction

and connects the torus’s center; see figure 7(g,h). For AdS4, we lost the third momentum,

so that no cone appears and flat band remains only in kx-ky plane [40].

SA

The spectrum exhibits a notable characteristic of rotational symmetry in the kx-ky plane

(4.15), so the nodal line is this case’s main feature. The radius of the nodal line is 2b, and

the surface of the SF appears as the branch-cut type singularity. See figure 7(a,b,c,d)

TrG(SA)

B
(�1)
xy

=
2!p

(b� |k?|)2 + k2z � !2
+

2!p
(b+ |k?|)2 + k2z � !2

. (4.15)

4.3.2 Time-space-like tensor Btz

The trace of the Green’s function is given by

TrG(SA)

B
(�1)
tz

= 4!
b
2 + k2

� !
2 + h+h�

h+h�(h+ + h�)
, (4.16)

TrG(SS)

B
(�1)
tz

= 4!
(h+ + h�)

q
!2 � k2

? � b(h+ � h�)
q
!2 � k2

?(b
2 + k2

� !2 + h+h�)
. (4.17)
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(a) B(�1)(SS)
ux ,!-kx (b) B(�1)(SS)

ux ,!-k? (c) ! = 0 (d) ! = 1

(e) B(�1)(SA)
ux ,!-kx (f) B(�1)(SA)

ux ,!-k? (g) ! = 0 (h) ! = 1

Figure 6: Spectral functions (SFs) for Bux source for both quantization choices. (a,b,e,f) SFs
in !-k plane. (c,d,g,h) SFs in kx-ky-kz at ! = 0, 1 slices, respectively. The spectral features are
analogous to Bx case, with extra branch-cut singularity pieces. Notice that the spectrum shown in
(g) is just the nonsingular branch-cut.

4.2.4 Space-like radial vector, Bux

The analytic expression is given by

TrG(SS)

B
(�1)
ux

= 4!
b
2 + k2

� !
2 + f+f�

f+f�(f+ + f�)
, (4.12)

TrG(SA)

B
(�1)
ux

= 4!
(f+ + f�)

q
!2 � k2

? � b(f+ � f�)
q
!2 � k2

?(b
2 + k2

� !2 + f+f�)
. (4.13)

where f± =

r
k2x �

⇣
b±

q
!2 � k2

?

⌘2
. The structure of the f± is nothing but shifting of

|!|-radius semispheres in kx direction. It is useful to realize that f�f+ is shifting of two

|!|-radius spheres in kx direction. See figure 6.

4.3 Antisymmetric 2-tensors

4.3.1 Space-like tensor Bxy

SS

The polar spatial tensor source of SS-quantization yields Green’s functions with the rota-

tional symmetry in kx-ky plane. The trace of the Green’s function matrix (3.65) yields

TrG(SS)

B
(�1)
xy

=
2!

b

h(b+ |k?|)
p
(b� |k?|)2 + k2z � !2 + (b� |k?|)

p
(b+ |k?|)2 + k2z � !2

k2z � !2 � i✏

i
.

(4.14)
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(a) Berrey curvature with closed integral surface (b) Berry curvature on kz-kx plane

Figure 4: (a) Berry curvature in momentum space of vector type interaction. The dirac monopoles
shift in ±kx direction. (b) The curvature on the kz-kx plane

6 Space-like tensor type interaction

For this case, there is no degeneracy in the topological hamiltonian, so one can skip into

the calculation of the abelian Berry curvature with the trace over occupied.

⌦ =
kz(f� � f+)2(k

2
� b2)

4
p
2|k?|f�f+

�
(k2

� b2)(k2
� b2xy � f�f+)

�3/2

0

BBBB@

�
|k?|(f� � f+) + bxy(f� + f+)

�
sin ✓

�
|k?|(f� � f+) + bxy(f� + f+)

�
cos ✓

4kz(b2xy+k2
?+k2z)

⇣
(k2

?+k2z)(f��f+)+bxy |k?|(f�+f+)

⌘

(k2
?+k2z�b2xy)(f��f+)2

1

CCCCA

(6.1)

where f± =
p
(bxy ± k?)2 + k2z and k? =

q
k2x + k2y. The appearance of the curvature

vector field is monopole with ring structure. See figure 5. The expresion shown in (6.1) is

quite complicated and might cannot see the singularity structure. To simplify it, we take

the limit at kz ! 0

⌦|kz!0 ⇡
i
p
2kzq

k2x + k2y � b2(b2 � k2x � k2y + |b2 � k2x � k2y|)
3/2

(kx, ky, 0)
T (6.2)

One can see that the the singularity is located at k2x+k2y = b2. Now we are going to discuss

why this one is called monopole ring. If one look far enough from the origin surprisingly the

expression (6.1) reduces into dirac monopole as shown at (5.7). This statement also true

for vector case (Bx), so that monopole number by integrating Berry flux over big sphere

surface is unchange and also temperature independent for standard-standard quantization.

See figure 6
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Summary (  or 3d topology) AdS5
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Single monopole

Separated monopole

  Monopole ring 

Figure 6: Berry curvature for various types of interaction in k-space and the curvature

at far from the origin point of view
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  : scalar vs pseudo-scalar  AdS4

55

(a) M0 > 0 (b) M0 = 0 (c) M0 < 0 (d) M5 6= 0 (pseudo-scalar)

Figure 7: (a,b,c) Spectral functions of scalar 1-flavor in AdS4 by changing sign of symmetry
breaking strength. (d) Spectral functions of pseudo scalar 1-flavor in AdS4

7 Interesting cases in AdS4

In AdS4, 2-flavors always gives zero curvature so that the topology is trivial. However,

1-flavor cases are non-trivial topology.

7.1 scalar vs pseudo-scalar

In 1-flavor case, the scalar � · � = iM0 Green’s function is given by

G =

0

@
kx+!

�M0+
p

k2x+k2y+M2
0�!2

ky
M0�

p
k2x+k2y+M2

0�!2

ky
M0�

p
k2x+k2y+M2

0�!2

kx+!
M0�

p
k2x+k2y+M2

0�!2

1

A , (7.1)

TrG =
2!

�M0 +
q

k2x + k2y +M2
0 � !2

(7.2)

One can see that there is gap-gappless phase transition where sign of M0 see figure 7 .

In this case, the Green function gives zero curvature so that the topology is trivial,

regradless of spectral functions.

In contrast, the 1-flavor with psudo scalar � · � = �5M5 can give a gap phase also.

G =
1q

k2x + k2y +M2
5 � !2

 
kx + ! �ky + iM5

�ky � iM5 �kx + !

!
, (7.3)

TrG =
2!q

k2x + k2y +M2
5 � !2

(7.4)

By using topological Hamiltonian method we get the curvature:

⌦ =
M5

2(k2x + k2y +M2
5 )

3/2
(7.5)

Therefore, even in the case that the spectral function look similar the topological

character is completely di↵erent as we have shown here where scalar-gap and pseudo-scalar

gap give the di↵erent topological character.
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Spectrum->  gap  (g>0) 
Topological Liquid (g<0)

But in both case 
Ωxy = 0

Spectrum->  gap 

c1 =
1

2π ∫ F = 1



 Topology in finite temperature

1. Non-interacting (single particle) theory:  
   Finite temperature is ensemble average.    
   Each band  has its own topological number  . 
   Therefore the topological number = average of  :   
                          
   Actually Uhlmann defined a T-dependent c.  

Q: But does it make sense for a topology to be dependent on T, a 
continuous deformation? 

Q: What holography says about it? 

cn
cn

c(T ) = ∑ pn(T )cn

56



Monopole number at Finite T in holography

57

Finite Temperature Monopole Number of Scalar Interacting system

Figure: Monopole charge with increasing of temperature, with

a fixed sphere surface

Figure: monopole numbers over the

evolution of temperature by various

integration sphere radius.

(Hanyang University) 2024 6 / 9

Flux over Large enough Surface => temperature independent result. 

Method 1:  A & F are T-independent, though G depends on T. 
Method 2:   depends on T.  

 

GdG−1



Observation

58

1. In holography,                                . 
 
2. Why this happen? 
In AdS/CFT dictionary,  
finite temperature ~ black hole ~ (a pure) state!

c1(T ) = c1(0)

Retarded = inflating BC 



Other applications

1. BCS and s-p-d-wave gaps  
2. Strange metal  
2. Topology and interaction/temperature 
3. Fermi-Liquid as a topological liquid 

…… 
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Application 4. How to encode the lattice in holography? 

• To encode the lattice use localized basis  
(Wannier basis).  

• Fourier transform  ==> Tight binding model.  
 for n orbital => H(k,w) : matrix of n x n.  

• Schroedinger eq has the form of Dirac eq.   
-> Embed this Dirac eq in 2+1  into Dirac eq in AdS4. 

•

60



Physical meaning:   RG running  of Dirac eq in 2+1 

61



62

Example : Graphene
◦ Graphene’s tight-binding Hamiltonian and its eigenvalue are given by

8

https://drive.google.com/file/d/1PXvC9tJ
VcN391NngWw1bPWPyTvOok8T-/view

Two band case: 1. Graphene



63

Graphene spectrum
Figure 1: Brillouin zone of the honeycomb lattice with the high symmetric points. We

herein use the ��K �M �K
0
� � path.

Based on the above k-path, the figures of the dispersion relation and the spectral

density are shown in Figure 2.

(a) Dispersion Relation of the

Graphene

(b) Spectral Density of the Graphene

Figure 2: Comparison between the dispersion relation and the spectral density. The

dispersion curves of (a) and (b) are well-matched.

Now, we discuss the similarities and the di↵erences between 2(a) and (b).

similarities: same dispersion curve

di↵erences: pole structure

– 5 –



Graphene spec as coupling grow. 

64

(a) m ' 0.5 (b) m = 0.25 (c) m = 0

Figure 3: Graphene’s SD changed by m with t = 1, t2 = 0 and �v = 0. As we change the

value of m from
1
2 to 0, there is a transition from a simple pole to a branch-cut type pole.

we supposem as a controlling parameter of electron-electron strong correlation. Simple

pole is ususally related to the weakly interacting system. However, strongly correlated

system shows the branch-cut type singularity in the codensed matter system.(refering loss

of qausiparticle)

3 2-Band Derivation: Haldane model

Tight-binding Hamiltonian of the Halande model is given by

HTB = t

X

hiji

c
†
i
cj + t2

X

hhijii

e
i⌫ij�c

†
i
cj + �v

X

i

⇠ic
†
i
ci. (3.1)

The first term describes a nearest-neighbor(NN) hopping controlled by the parameter t.

The second term indicates a next-nearest-neighbor(NNN) hopping adjusted by external

magnetic flux � and hopping parameter t2. Also, the phase factor of the second term

depends on the direction of NNN hopping:

⌫ij = sign(d̂i ⇥ d̂j)z = ±1, (i, j) 2 {1, 2}

where d̂1,2, is the vectors along with the direction of NNN hopping(adding figure for this).

The last term is an on-site energy term, which depends on the A(⇠i = 1) or B(⇠i = �1)

sublattice. After Fourier transformation, one can write down the above Hamiltonian in

terms of k as follows:

hTB(k) =2t2 cos(�) (2 cos(x̃) cos(ỹ) + cos(2ỹ)) I2 + t(1 + 2 cos(x̃) cos(ỹ))�1

� 2t sin(x̃) cos(ỹ)�2 + (�v + 2t2 sin(�)(2 cos(x̃) sin(ỹ)� sin(2ỹ)))�3, (3.2)

where x̃ = 3akx/2, ỹ =
p
3aky/2 and In is the n ⇥ n identity matrix. For the Haldane

model, there is a non zero coe�cient of the I2. Since the Hamiltonian’s I2 part is related
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Haldane Model

65
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sublattice. After Fourier transformation, one can write down the above Hamiltonian in

terms of k as follows:

hTB(k) =2t2 cos(�) (2 cos(x̃) cos(ỹ) + cos(2ỹ)) I2 + t(1 + 2 cos(x̃) cos(ỹ))�1

� 2t sin(x̃) cos(ỹ)�2 + (�v + 2t2 sin(�)(2 cos(x̃) sin(ỹ)� sin(2ỹ)))�3, (3.2)

where x̃ = 3akx/2, ỹ =
p
3aky/2 and In is the n ⇥ n identity matrix. For the Haldane

model, there is a non zero coe�cient of the I2. Since the Hamiltonian’s I2 part is related

– 6 –

to the shift of the energy eigenvalue, we modify iDt to

(! + qAt) ! (! � h0 + qAt) (3.3)

By substituting the coe�cient of hTB(k) into (2.38), we draw the SD shown in Figure

?? and 4.

(a) m = 0 (b) m = 0.25

Figure 4: Haldane model SD
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Conclusion

1. Holographic Mean field theory = classifying the order   
I)  spin of the order parameter:  
ii) Singularity of the Green fct. (Pole vs branch cut) 
iii) Features of band: 0,1,2,3 dim Flat band.   nodal ring, nodal shell…. 

2. surprise: Effect of the lattice =symmetry breaking.  

3. Mottness can be discussed in parallel to order.   
Gap without order. Possible due to the conformal structure.  
    Mass term =>   

4. Future: Strange metallicity from the   <ER=EPR> 

ψ̄F2ψ
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Thank you    
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Why it works?

1. Large N= large degeneracy in the ground state. 
=> Fluctuation/Frustration/Entagnlement 

2. Duality between CL and Quantum (Missing step) 
3. Long distance entanglement at boundary                                            

<=> Non-locality in the bdy. 
    Bulk locality is very plausible!
4. Strange metallicity from the entanglement.  <ER=EPR>

Prescription: Model the system by Bulk Local Theories! 


