
超伝導量子ビットを使った量子センサー
陳詩遠 

2025.4.22   Micro workshop on Quantum detection of (dark) waves @京都大学



○ 超伝導量子ビットとは


○ センサーとしての応用


○ ダークマター探索への応用


今日話すこと



超伝導量子ビット = キンキンに冷えた非線形LC回路

33

第 9章 量子実験系における種々の結合 123

図 9.5: LC共振器（左）と本章で扱う超伝導量子ビット（右）

というものになる。Q の共役となる正準変数は Φ となることはすぐにわかるので、
HamiltonianHLCは

HLC =
Q2

2C
+

Φ2

2L
(9.2.6)

となることがわかる。第 1項がキャパシタのエネルギー、第 2項がインダクタのエネル
ギーになっていることがわかるだろう。
期待通りQと Φを正準変数とする調和振動子の形にかけたので、これらを演算子と

みなし、交換関係 [Q,Φ] = ih̄を要請することで量子化の手続きが完了する。共振器光
子の生成・消滅演算子を
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とすることで、交換関係は [a, a†] = 1となりHamiltonianは
HLC = h̄ωLC

(
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)
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となる。

9.2.2 超伝導量子ビット
次に、LC共振器のインダクタを Josephson接合で置き換えた図のような回路を考え

よう。Josephson効果において、絶縁体を挟んだ超伝導体間の位相差を θ、Josephson

接合をまたぐ電流と電圧を I、V として
I = I0 sin θ, V =

h̄

2e

dθ

dt
(9.2.10)

が成立する。ここで磁束量子 Φ0 = h/2eを用い、磁束を ΦJ = (θ/2π)Φ0と定義すれば
I(t) = I0 sin

(
2π

ΦJ

Φ0

)
, V =

dΦJ

dt
(9.2.11)
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FIG. 3. Dispersive coupling between a transmon and a superconducting resonator. (a) Lumped-element representation of a
Josephson junction and a sketch of its structure, which consists of two layers of aluminium (gray) that are separated by an aluminium
oxide tunnel barrier (white). (b) A SEM image of a bridge-free junction. Image credit: Kyle Serniak (Yale University). (c) Lumped-
element representation of a LC circuit capacitively coupled to a single-junction transmon and the associated the potential of each mode
and the dressing of the energy levels due to the dispersive interaction. (d),(e) Two examples of physical realizations of a transmon
device dispersively coupled to a superconducting cavity in either the planar (d) or 3D configuration (e).

provides the drive and measurement tones to the system.
Here, ain(t) and aout(t) represent, respectively, the incom-
ing and outgoing field of the transmission line where it
interacts with our circuit. The fields at different times are
not related, such that

[
aout(t), a†

out(t′)
]

=
[
ain(t), a†

in(t
′)
]

=
δ(t − t′). This implies ain and aout have dimension t−1/2.

A detailed balance of the field results in the following
input-output relation:

aout = ain + √
κca, (8)

where κc is defined as the frequency-independent cou-
pling rate at which the oscillator exchanges energy with
the transmission line, and can be experimentally character-
ized for each setup. Here, we choose the sign convention
following the approach in Ref. [48]. With the incoming
and outgoing fields taken into account, we arrive at the
following differential equation for a(t) in the Heisenberg
picture:

∂ta = − i
! [a, H] − κ

2
a − √

κcain. (9)

This expression is called the quantum Langevin equation
[49]. It includes two new terms: the first one corresponds
to a damping of the field at rate κ/2, with κ = κc + κi,
where κi is the coupling rate between the system and the
uncontrolled environment usually called the internal loss
rate; the second term,

√
κcain, referred to as “drive” or

“pump,” is vital for a to obey the same usual commuta-
tion relation

[
a, a†] = 1 at all times despite the damping

term. As an alternative to the quantum Langevin equation,
the Lindblad master equation can also be used to describe
such dissipative systems [49,50]. However, the quantum

Langevin equation is more suited to describe the traveling
fields that we consider here.

While ain is necessary in order for us to control the state
of the resonator, it also introduces undesired fluctuations
in its field. To mitigate this, we typically operate in the
“stiff-pump” regime, where κc is negligible compared to
the frequency of the resonators, but the expectation value
of

√
κcain can be large compared to κc. This way, we have

ain = āin + a0
in, where a0

in represents the negligible fluctua-
tions of the field and āin its average value. In the stiff-pump
approximation, a drive is modeled with the Hamiltonian

Hd

! = ϵ(t)a† + ϵ(t)∗a, (10)

with ϵ(t) = √
κcāin.

B. Josephson junction
Superconducting resonators alone do not provide a use-

ful medium for encoding quantum information. This is
because the energy levels of a resonator are separated by
an equal spacing of !ω, forbidding us from addressing the
transitions individually. Thus, we must introduce a nonlin-
ear element in order to achieve universal quantum control
of the circuit.

In cQED, the most ubiquitous source of nonlinearity
is a Josephson junction (JJ), favored for its simplicity
and nondissipative nature. This element is made of two
superconducting electrodes separated by an insulating tun-
nel barrier, represented in Fig. 3(a). In practice, JJs are
typically fabricated by overlapping two layers of supercon-
ducting films with an oxide barrier in between. The area of
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図 9.5: LC共振器（左）と本章で扱う超伝導量子ビット（右）
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9.2.2 超伝導量子ビット
次に、LC共振器のインダクタを Josephson接合で置き換えた図のような回路を考え

よう。Josephson効果において、絶縁体を挟んだ超伝導体間の位相差を θ、Josephson

接合をまたぐ電流と電圧を I、V として
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が成立する。ここで磁束量子 Φ0 = h/2eを用い、磁束を ΦJ = (θ/2π)Φ0と定義すれば
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harmonic oscillator (QHO) (cos ŵ ! 1" ŵ2=2),

Ĥq ! 4ECN̂2 þ 1
2
EJŵ2, (17)

where Next is ignored because the energy levels are insensitive to
Next. By comparing Eq. (17) with a standard spring-block harmonic
oscillator with the spring constant k and the mass m, we obtain
ωq !

ffiffiffiffiffiffiffiffiffiffiffiffi
8EJEC

p
=!h from ω0 ¼

ffiffiffiffiffiffiffiffiffi
k=m

p
, where ω0 is the resonance fre-

quency of the spring-block oscillator. Since we are considering the
regime where ŵ is localized, C corresponds to m, and L"1

J corre-

sponds to k, where LJ[; (Φ0=2π)
2=EJ] is the effective inductance of

the junction. Moreover, in this large EJ=EC regime, the anharmo-
nicity will decrease with an increase in EJ=EC because the
Hamiltonian [Eq. (16)] becomes closer to that of a quantum har-
monic oscillator [Eq. (17)] in this direction.

More systematic plots regarding the two observations, (i) the
flattening of the energy band and (ii) the suppression of the

anharmonicity in the large EJ=EC limit, are given in Figs. 5(g)
and 5(h), respectively. Note that the difference between the transi-
tion frequencies at Next ¼ 0 and 0.5, denoted by Δωq, decreases
exponentially as shown in the inset of Fig. 5(g). This indicates that
the energy levels are completely flat if EJ=EC * 50.

The anharmonicity at Next ¼ 0 and 0.5 also collapses into
a single curve because of the flattening of the energy band
[Fig. 5(h)]. The crucial observation is that, although α is also
approaching zero, its slope is algebraic rather than exponential.
This suggests that we can use the circuit in the large EJ=EC limit
as a charge-insensitive qubit, which is called a transmon (see
Sec. IV B for the implementation of a transmon).20

3. Loop-based qubit

A loop-based qubit is not as simple as an island-based qubit
because we have to consider all terms in Eq. (15). We start with the
effect of EL. Since EL is a function of w, it is convenient to take
the phase basis, and consequently, to treat EJ and EL terms as the

FIG. 5. (a)–(c) Energy levels of an island-based qubit with three different EJ=EC ratios. (d) and (e) Wavefunctions of the ground state gj i and the excited state ej i in the
number and phase bases. (f ) If the displacement in the phase basis is reasonably small, which is the case when EJ=EC % 1, we can approximate the cosine potential U
(solid line) as a weakly nonlinear harmonic potential (dashed line). (g) Transition frequency between gj i and ej i, ωq, as a function of EJ=EC ratio at Next ¼ 0 (dashed
line) and 0.5 (solid line). The inset shows the EJ=EC dependence of Δωq[; ωq(Next ¼ 0)" ωq(0:5)]. (h) Anharmonicity α(; ωe-f " ωq, where ωe-f is the transition fre-
quency between ej i and the higher excitation level fj i) as a function of EJ=EC ratio.
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("Cooper pair box")

Next=0

C. Elementary circuits

1. Generic Hamiltonian

We can categorize elementary circuits of superconducting
qubits into two groups, an island and a loop (Fig. 4). In the early
literature, these two kinds of qubits were called a charge qubit and
a flux qubit, respectively, on the basis of the spread of the wave-
functions in the number (charge) and phase (flux) bases [typical
wavefunctions of a charge qubit are shown in Fig. 5(d)].17

However, such a classification is valid only for a certain parameter
range; it does not work well for sophisticated qubits whose wave-
functions often show exotic distributions in both the number and
the phase bases. Therefore, we simply categorize circuits of super-
conducting qubits based on the geometry. Then, we will show how
the qubit properties change as we tune the circuit parameters. The
knowledge acquired in this way can also be used for analyzing
more complex qubits.

We introduce a Hamiltonian for a parallel circuit composed of
a capacitor with the capacitance C including the intrinsic capaci-
tance of a junction, an inductor with the inductance L, and a
Josephson junction, as a generic model of a superconducting
qubit [Fig. 4(c)]. This particular circuit is easily quantized by
treating N and w as the operators N̂ and ŵ. (The standard intro-
duction to superconducting circuit quantization is Ref. 18.) Here,
the number operator N̂ is conjugate to the phase operator ŵ:
N̂ ¼ "i@=@ŵ. (They satisfy the relation eiŵN̂e"iŵ ¼ N̂ " 1. The
popular form of this relation is [ŵ, N̂] ¼ i. However, this form is
not mathematically rigorous because the phase operator is not
Hermitian. It holds approximately only if N̂ and ŵ are the relative
number and phase operators between two superconductors, and

this number imbalance of electrons is much less than the number
of electrons in each superconductor. For details, see Refs. 15
and 19.) The resulting circuit Hamiltonian Ĥq is given by

Ĥq ¼ 4EC(N̂ " Next)
2 þ 1

2
ELŵ2 " EJcos(ŵ" wext), (15)

where EC(; e2=2C) is the capacitive energy, which is the energy
cost to charge a capacitor with a single electron (the factor of
4 comes from the Cooper pairing), and EL[; (Φ0=2π)

2=L] is the
inductive energy, which is the energy cost to “charge” an inductor
with a single flux quantum Φ0. The EJ term, which represents the
energy stored in the junction, was obtained by integrating the elec-
trical work

Ð
IsVdt with Eqs. (12) and (13). Last, Next is the charge

offset due to the external voltage bias and wext(; 2πΦ=Φ0) is the
phase offset due to the external flux bias Φ. Inserting this phase
offset in the Josephson junction term is based on the assumption
that a magnetic flux penetrates into the loop through the junction,
not through the inductor.

Equation (15) suggests that characteristics of a superconduct-
ing qubit can be engineered by three circuit parameters, EJ, EC, and
EL. In Secs. III C 2 and III C 3, we explore how these circuit param-
eters determine the basic properties of a qubit.

2. Island-based qubit

The Hamiltonian of an island-based qubit is Eq. (15) in the
EL ! 0 and wext ! 0 limits,

Ĥq ¼ 4EC(N̂ " Next)
2 " EJ cos ŵ: (16)

Therefore, the properties of an island-based qubit are mainly deter-
mined by the ratio EJ=EC.

In the small EJ=EC limit, the EC term is dominant in Eq. (15);
as a result, the wavefunctions are localized in the number basis as
shown in Fig. 5(d), suggesting that the number basis will be more
convenient to describe the physics in this regime. In Fig. 5(a), the
gray lines indicate the EC term associated with N ¼ 0j i and +1j i.
At Next ¼ 0:5, N ¼ 0j i and 1j i are energetically degenerated. Here,
the EJ term hybridizes these two states via coherent charge tunnel-
ing [Fig. 4(a)], resulting in an anticrossing whose size is approxi-
mately EJ. At zero bias, a similar, but significantly smaller,
hybridization occurs between N ¼ "1j i and 1j i. This results in the
first excitation level at $ 4EC.

As EJ=EC increases, the contribution from the anticrossing
dominates [Fig. 5(b)]; eventually, in the large EJ=EC limit, the
energy levels become flat, i.e., insensitive to Next [Fig. 5(c)]. In this
regime, the wavefunctions are localized in the phase basis as shown
in Fig. 5(e); hence, it is reasonable to treat the EJ term in Eq. (15)
as the periodic potential and the EC term as the kinetic term. In
addition, since the kinetic term is much less than the potential
term (EJ=EC % 1), the displacement in the phase basis during the
evolution of the qubit state is small. Thus, as depicted in Fig. 5(f ),
we can approximate the periodic potential (solid line) as a weakly
nonlinear harmonic potential (dashed line). Then, the qubit fre-
quency can be obtained by approximating Eq. (16) as a quantum

FIG. 4. (a) and (b) Elementary circuits of a superconducting qubit. The dashed
boundary line indicates the charge island. In a certain parameter range, their
operations as qubits can be understood as the coherent tunneling of charge or
flux (see Secs. III C 2 and III C 3). (c) Parallel circuit composed of an inductor
with L, a capacitor with C, and a Josephson junction with the critical current Ic
as a generic model of a superconducting qubit.

Journal of
Applied Physics TUTORIAL scitation.org/journal/jap

J. Appl. Phys. 129, 041102 (2021); doi: 10.1063/5.0029735 129, 041102-6

Published under license by AIP Publishing.

外部電荷バイアス 
(charge noiseも含む)

capacitance pad 
にいるクーパー対の数

実際は電気ノイズ耐性を確保するため  でやることが多い ("transmon")


大きなcapacitance padを作ることに相当
EJ > > EC

Kwon et al.
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FIG. 3. Dispersive coupling between a transmon and a superconducting resonator. (a) Lumped-element representation of a
Josephson junction and a sketch of its structure, which consists of two layers of aluminium (gray) that are separated by an aluminium
oxide tunnel barrier (white). (b) A SEM image of a bridge-free junction. Image credit: Kyle Serniak (Yale University). (c) Lumped-
element representation of a LC circuit capacitively coupled to a single-junction transmon and the associated the potential of each mode
and the dressing of the energy levels due to the dispersive interaction. (d),(e) Two examples of physical realizations of a transmon
device dispersively coupled to a superconducting cavity in either the planar (d) or 3D configuration (e).

provides the drive and measurement tones to the system.
Here, ain(t) and aout(t) represent, respectively, the incom-
ing and outgoing field of the transmission line where it
interacts with our circuit. The fields at different times are
not related, such that

[
aout(t), a†

out(t′)
]

=
[
ain(t), a†

in(t
′)
]

=
δ(t − t′). This implies ain and aout have dimension t−1/2.

A detailed balance of the field results in the following
input-output relation:

aout = ain + √
κca, (8)

where κc is defined as the frequency-independent cou-
pling rate at which the oscillator exchanges energy with
the transmission line, and can be experimentally character-
ized for each setup. Here, we choose the sign convention
following the approach in Ref. [48]. With the incoming
and outgoing fields taken into account, we arrive at the
following differential equation for a(t) in the Heisenberg
picture:

∂ta = − i
! [a, H] − κ

2
a − √

κcain. (9)

This expression is called the quantum Langevin equation
[49]. It includes two new terms: the first one corresponds
to a damping of the field at rate κ/2, with κ = κc + κi,
where κi is the coupling rate between the system and the
uncontrolled environment usually called the internal loss
rate; the second term,

√
κcain, referred to as “drive” or

“pump,” is vital for a to obey the same usual commuta-
tion relation

[
a, a†] = 1 at all times despite the damping

term. As an alternative to the quantum Langevin equation,
the Lindblad master equation can also be used to describe
such dissipative systems [49,50]. However, the quantum

Langevin equation is more suited to describe the traveling
fields that we consider here.

While ain is necessary in order for us to control the state
of the resonator, it also introduces undesired fluctuations
in its field. To mitigate this, we typically operate in the
“stiff-pump” regime, where κc is negligible compared to
the frequency of the resonators, but the expectation value
of

√
κcain can be large compared to κc. This way, we have

ain = āin + a0
in, where a0

in represents the negligible fluctua-
tions of the field and āin its average value. In the stiff-pump
approximation, a drive is modeled with the Hamiltonian

Hd

! = ϵ(t)a† + ϵ(t)∗a, (10)

with ϵ(t) = √
κcāin.

B. Josephson junction
Superconducting resonators alone do not provide a use-

ful medium for encoding quantum information. This is
because the energy levels of a resonator are separated by
an equal spacing of !ω, forbidding us from addressing the
transitions individually. Thus, we must introduce a nonlin-
ear element in order to achieve universal quantum control
of the circuit.

In cQED, the most ubiquitous source of nonlinearity
is a Josephson junction (JJ), favored for its simplicity
and nondissipative nature. This element is made of two
superconducting electrodes separated by an insulating tun-
nel barrier, represented in Fig. 3(a). In practice, JJs are
typically fabricated by overlapping two layers of supercon-
ducting films with an oxide barrier in between. The area of
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SQUIDループを貫く磁束で が調節できる 


→ 量子ビットの周波数が変えられる

EJ

Josephson接合×2 = SQUID   → 変調ができる

(1) Proper operating frequency range: A qubit must have a transition
frequency that is significantly higher than the thermal energy of
a typical solid-state system to observe quantum nature. The only
continuous refrigeration method for solid state devices below
0.3 K is to use a dilution refrigerator, whose base temperature is
usually about 10mK (!200MHz). This means that the transi-
tion frequency of a qubit must be at least a few gigahertz. At the
same time, the qubit transition frequency should be sufficiently
lower than the superconducting energy gap of the host supercon-
ductor so as not to excite quasiparticles. For aluminum, which is
the most popular material for superconducting qubit systems,
the energy gap is about 100 GHz.

(2) Large anharmonicity: To be a well-defined two-level system, a
qubit should have anharmonicity α ; ω1-2 ! ωq of at least
!100MHz to perform a reasonably fast gate operation (see
Sec. IX A 1 for the gate time and frequency selectivity). Recently,
it has been found that having a third level in an accessible
frequency range can be beneficial, such as for initialization or
two-qubit gate operation (see Secs. VI D and VI E 1).

(3) Long coherence time: The assigned quantum state should last
for a long time compared with the time for gate operations.

(4) Ease of coupling: For readout and (multi)qubit gate operation,
a reasonably strong coupling between a qubit and another
quantum system, such as a resonator or neighboring qubit,
should be achieved easily.

(5) Ease of control: The quantum state should be brought to a super-
position easily and straightforwardly by an external mean.

(6) Ease of fabrication: A qubit should be easy to fabricate with
standard nanotechnology for good reproducibility.

B. Josephson junction

A superconductor is a macroscopic quantum mechanical
system in the sense that it can be described by a single macroscopic
wavefunction, i.e., the order parameter Ψ. However, this property is
not a sufficient condition for being a qubit; we need a confinement
potential to have discrete energy eigenstates such as electrons in the
Coulomb potential forming an atom. Moreover, to control the two
lowest energy eigenstates selectively, the potential must be anhar-
monic to have distinct energy separation between eigenstates.

The solution for discrete energy eigenstates is to make an elec-
trical circuit. In a superconducting circuit, the quantized energy
level emerges from the quantization of the charge and the magnetic
flux stored in various electrical components just like the position
and the momentum of electrons in a real atom. (Since the charge
and the magnetic flux are collective coordinates that represent the
cooperative motion of large numbers of electrons, the circuit quan-
tization is essentially phenomenological.14)

The solution for the anharmonicity is a Josephson junction
where a pair of superconductors are weakly coupled [Fig. 3(a)]. In
a superconducting circuit, a Josephson junction acts as a nonlinear
inductor, resulting in an anharmonic potential. Since a supercon-
ductor is a macroscopic quantum mechanical system, only two
quantities are required to describe the physics of a Josephson junc-
tion: the number imbalance of electrons N and the relative phase w
between the two superconductors. Here, N corresponds to the dif-
ference in jΨj2 of the two superconductors. The equations of

motion regarding these two quantities, called the Josephson equa-
tions, are given by15

dN(t)
dt

¼ 2EJ
!h

sinw(t) and
dw(t)
dt

¼ ! 2e
!h
V(t), (12)

where EJ is the Josephson energy, which is a measure of the ability
of Cooper pairs to tunnel through the junction; !h is the reduced
Planck constant; e is the magnitude of the charge carried by a
single electron; and V is the voltage difference maintained across
the junction. The popular form of the left equation in Eq. (12) is16

Is(t) ¼ Ic sinw(t), (13)

where Is is a zero-voltage supercurrent flow through the junction
and Ic(¼ 2eEJ=!h) is the maximum current that can flow through
the junction, i.e., the critical current of the junction.

Here, we point out that a DC Superconducting Quantum
Interference Device (DC SQUID), which consists of two Josephson
junctions and a superconducting loop [Fig. 3(b)], can be considered
as a variable Josephson junction whose effective Josephson energy
EJ,eff as a function of the external flux bias Φ is given by

EJ,eff (wext) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
J,1 þ E2

J,2 þ 2EJ,1EJ,2 coswext

q
, (14)

where wext(; 2πΦ=Φ0) is the phase offset due to the external flux
bias. This idea is useful for making tunable superconducting
devices.

FIG. 3. (a) Schematic diagram of a Josephson junction where a pair of super-
conductors are weakly coupled via an oxide tunnel barrier. The phase and the
number difference of the macroscopic wavefunctions Ψ1 and Ψ2 fully determine
the physics of the junction. (b) A DC SQUID can be considered as a variable
Josephson junction tuned by an external magnetic flux Φ. The symbol of a
cross in a square represents a Josephson junction.
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(1) Proper operating frequency range: A qubit must have a transition
frequency that is significantly higher than the thermal energy of
a typical solid-state system to observe quantum nature. The only
continuous refrigeration method for solid state devices below
0.3 K is to use a dilution refrigerator, whose base temperature is
usually about 10mK (!200MHz). This means that the transi-
tion frequency of a qubit must be at least a few gigahertz. At the
same time, the qubit transition frequency should be sufficiently
lower than the superconducting energy gap of the host supercon-
ductor so as not to excite quasiparticles. For aluminum, which is
the most popular material for superconducting qubit systems,
the energy gap is about 100 GHz.

(2) Large anharmonicity: To be a well-defined two-level system, a
qubit should have anharmonicity α ; ω1-2 ! ωq of at least
!100MHz to perform a reasonably fast gate operation (see
Sec. IX A 1 for the gate time and frequency selectivity). Recently,
it has been found that having a third level in an accessible
frequency range can be beneficial, such as for initialization or
two-qubit gate operation (see Secs. VI D and VI E 1).

(3) Long coherence time: The assigned quantum state should last
for a long time compared with the time for gate operations.

(4) Ease of coupling: For readout and (multi)qubit gate operation,
a reasonably strong coupling between a qubit and another
quantum system, such as a resonator or neighboring qubit,
should be achieved easily.

(5) Ease of control: The quantum state should be brought to a super-
position easily and straightforwardly by an external mean.

(6) Ease of fabrication: A qubit should be easy to fabricate with
standard nanotechnology for good reproducibility.

B. Josephson junction

A superconductor is a macroscopic quantum mechanical
system in the sense that it can be described by a single macroscopic
wavefunction, i.e., the order parameter Ψ. However, this property is
not a sufficient condition for being a qubit; we need a confinement
potential to have discrete energy eigenstates such as electrons in the
Coulomb potential forming an atom. Moreover, to control the two
lowest energy eigenstates selectively, the potential must be anhar-
monic to have distinct energy separation between eigenstates.

The solution for discrete energy eigenstates is to make an elec-
trical circuit. In a superconducting circuit, the quantized energy
level emerges from the quantization of the charge and the magnetic
flux stored in various electrical components just like the position
and the momentum of electrons in a real atom. (Since the charge
and the magnetic flux are collective coordinates that represent the
cooperative motion of large numbers of electrons, the circuit quan-
tization is essentially phenomenological.14)

The solution for the anharmonicity is a Josephson junction
where a pair of superconductors are weakly coupled [Fig. 3(a)]. In
a superconducting circuit, a Josephson junction acts as a nonlinear
inductor, resulting in an anharmonic potential. Since a supercon-
ductor is a macroscopic quantum mechanical system, only two
quantities are required to describe the physics of a Josephson junc-
tion: the number imbalance of electrons N and the relative phase w
between the two superconductors. Here, N corresponds to the dif-
ference in jΨj2 of the two superconductors. The equations of

motion regarding these two quantities, called the Josephson equa-
tions, are given by15

dN(t)
dt

¼ 2EJ
!h

sinw(t) and
dw(t)
dt

¼ ! 2e
!h
V(t), (12)

where EJ is the Josephson energy, which is a measure of the ability
of Cooper pairs to tunnel through the junction; !h is the reduced
Planck constant; e is the magnitude of the charge carried by a
single electron; and V is the voltage difference maintained across
the junction. The popular form of the left equation in Eq. (12) is16

Is(t) ¼ Ic sinw(t), (13)

where Is is a zero-voltage supercurrent flow through the junction
and Ic(¼ 2eEJ=!h) is the maximum current that can flow through
the junction, i.e., the critical current of the junction.

Here, we point out that a DC Superconducting Quantum
Interference Device (DC SQUID), which consists of two Josephson
junctions and a superconducting loop [Fig. 3(b)], can be considered
as a variable Josephson junction whose effective Josephson energy
EJ,eff as a function of the external flux bias Φ is given by

EJ,eff (wext) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
J,1 þ E2

J,2 þ 2EJ,1EJ,2 coswext

q
, (14)

where wext(; 2πΦ=Φ0) is the phase offset due to the external flux
bias. This idea is useful for making tunable superconducting
devices.

FIG. 3. (a) Schematic diagram of a Josephson junction where a pair of super-
conductors are weakly coupled via an oxide tunnel barrier. The phase and the
number difference of the macroscopic wavefunctions Ψ1 and Ψ2 fully determine
the physics of the junction. (b) A DC SQUID can be considered as a variable
Josephson junction tuned by an external magnetic flux Φ. The symbol of a
cross in a square represents a Josephson junction.

Journal of
Applied Physics TUTORIAL scitation.org/journal/jap

J. Appl. Phys. 129, 041102 (2021); doi: 10.1063/5.0029735 129, 041102-5

Published under license by AIP Publishing.

ext
JJ

|g⟩

|e⟩

12変調案2: ラムシフト
単一光子検出器: 共振器内の光子数を量子ビット周波数の変化で検知

ラムシフト変調: 量子ビットの周波数の変化を共振器の変調に利用

実際の例

2D実装: DC電流→磁束 3D実装: コイル巻くだけ
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FIG.1.Ultra-coherentmultiplesuperconductingtransmonqubitdevicebasedonNbelectrodes.(a)False-
coloredopticalmicrographofasuperconductingdevice,consistingoffourtransmonqubits(yellow,Q0–Q3)withindividual
readoutresonators(green)coupledtoasharedPurcellfilter(red).(b)False-coloredscanningelectronmicroscopeimagesofan
Al/AlOx/AlJosephsonjunction(blue)shuntedbyaNbcapacitor(yellow)onasiliconsubstrate(gray).(c)Equivalentcircuit
ofthedevice.(d)Simplifiedcryogenicwiring.(e),(f)TimetracesoftheexcitationprobabilityofqubitQ0,showingthebest
relaxationtimesandtheRamseyandHahn-echodephasingtimes.(g)Long-termstabilityoftherelaxationtimesofthefour
qubits.Themiddlepanelshowsthemagnifiedplotforthegrayregionoftheleftpanel,wherethedotsaretheresultsobtained
fromtheindividualtimetraces,whilethesolidlinesaretheirsmootheddatawitha5-hourtimewindow.Therightpanel
showstheheight-wisenormalizedhistograms.

gestfuturestrategiesforfault-tolerantsuperconducting
quantumcomputing,includingthedevelopmentofacous-
ticallyshieldedsuperconductingdevices[41],mechanical
shock-resilientsamplepackaging[42,43],andavibration-
freedilutionrefrigerator[44–46].

II.RESULTS

A.Ultra-coherenttransmonqubits

Wedevelopultra-coherentsuperconductingtransmon
qubits,formedbyasingleAl/AlOx/AlJosephsonjunc-
tionshuntedbyaNbcapacitor,fabricatedonahigh-
resistivitysiliconsubstrate.Figures1(a)and(c)show
anopticalmicrographofafabricatedmultiplesupercon-
ductingqubitdeviceanditsequivalentcircuitmodel,
respectively,includingfourfrequency-fixedtransmon
qubitswithresonancefrequenciesrangingfrom4.8GHz
to6.2GHzandanharmonicitiesof0.26GHzonaver-
age.Asthemetal-substrateinterfaceoftheAlfilmfab-
ricatedbyalift-o↵processcannotbeascleanasthat
oftheNbfilmdirectlysputteredonthesiliconsubstrate,
weminimizetheareaoftheAlelectrodesandbandage
patches[47]toreducetheenergyparticipationratioin
theinterface[seeFig.1(b)].Torealizemultiplexeddis-
persivereadout,allthequbitsareindividuallycoupledto
�/4readoutresonatorswithdi↵erentresonancefrequen-
ciesaround7GHz,sharinga�/2Purcellfilter[48].The

filterisconnectedtoafeedline,alongwhichfrequency-
multiplexedcontrolandreadoutsignalsaresent.Thefil-
terisdesignedtohavea7-GHzresonancefrequencyand
a300-MHzbandwidth,suppressingthequbitradiative
decayratestoalevelofO(10Hz).Thestate-dependent
dispersiveshiftsandthereadoutresonatorbandwidths
aredesignedtobeO(1MHz).Notethatthedi↵erentdis-
persiveshiftsofthereadoutresonatorsforthefirstand
secondexcitedstatesenableustodistinguishthereadout
signalscorrespondingtothefirstthreestates(G,E,and
F)inasingleshot.SeeTableIinAppendixAforthe
fullcharacterizationofthesystemparameters.

AsschematicallyshowninFig.1(d),thefabricatedde-
viceismountedatthemixingchamberstage(⇠10mK)
ofadrydilutionrefrigerator,enclosedinamultilayer
shielding:copperradiationshieldsandmagneticshields
ofaluminumandcryoperm.Thetransmonqubitsare
characterizedusinganearlyquantum-limitedbroadband
Josephsontravelingwaveparametricamplifier[49],al-
lowingustoperformthesimultaneoussingle-shotread-
outofthequbitsbyfrequency-multiplexing[5].The
readouterrorprobabilitiesfortheGandEstatesare
characterizedtobe<0.001and<0.03,whicharelim-
itedbyseparationerrorsandreadout-inducedstate-flip
errors[61],respectively(seeAppendixE2).Tosuppress
thermalandbackwardamplifiernoises,theinputand

2

FIG. 1. Ultra-coherent multiple superconducting transmon qubit device based on Nb electrodes. (a) False-
colored optical micrograph of a superconducting device, consisting of four transmon qubits (yellow, Q0 – Q3) with individual
readout resonators (green) coupled to a shared Purcell filter (red). (b) False-colored scanning electron microscope images of an
Al/AlOx/Al Josephson junction (blue) shunted by a Nb capacitor (yellow) on a silicon substrate (gray). (c) Equivalent circuit
of the device. (d) Simplified cryogenic wiring. (e),(f) Time traces of the excitation probability of qubit Q0, showing the best
relaxation times and the Ramsey and Hahn-echo dephasing times. (g) Long-term stability of the relaxation times of the four
qubits. The middle panel shows the magnified plot for the gray region of the left panel, where the dots are the results obtained
from the individual time traces, while the solid lines are their smoothed data with a 5-hour time window. The right panel
shows the height-wise normalized histograms.

gest future strategies for fault-tolerant superconducting
quantum computing, including the development of acous-
tically shielded superconducting devices [41], mechanical
shock-resilient sample packaging [42, 43], and a vibration-
free dilution refrigerator [44–46].

II. RESULTS

A. Ultra-coherent transmon qubits

We develop ultra-coherent superconducting transmon
qubits, formed by a single Al/AlOx/Al Josephson junc-
tion shunted by a Nb capacitor, fabricated on a high-
resistivity silicon substrate. Figures 1(a) and (c) show
an optical micrograph of a fabricated multiple supercon-
ducting qubit device and its equivalent circuit model,
respectively, including four frequency-fixed transmon
qubits with resonance frequencies ranging from 4.8 GHz
to 6.2 GHz and anharmonicities of 0.26 GHz on aver-
age. As the metal-substrate interface of the Al film fab-
ricated by a lift-o↵ process can not be as clean as that
of the Nb film directly sputtered on the silicon substrate,
we minimize the area of the Al electrodes and bandage
patches [47] to reduce the energy participation ratio in
the interface [see Fig. 1(b)]. To realize multiplexed dis-
persive readout, all the qubits are individually coupled to
�/4 readout resonators with di↵erent resonance frequen-
cies around 7 GHz, sharing a �/2 Purcell filter [48]. The

filter is connected to a feed line, along which frequency-
multiplexed control and readout signals are sent. The fil-
ter is designed to have a 7-GHz resonance frequency and
a 300-MHz bandwidth, suppressing the qubit radiative
decay rates to a level of O(10 Hz). The state-dependent
dispersive shifts and the readout resonator bandwidths
are designed to be O(1 MHz). Note that the di↵erent dis-
persive shifts of the readout resonators for the first and
second excited states enable us to distinguish the readout
signals corresponding to the first three states (G, E, and
F ) in a single shot. See Table I in Appendix A for the
full characterization of the system parameters.

As schematically shown in Fig. 1(d), the fabricated de-
vice is mounted at the mixing chamber stage (⇠10 mK)
of a dry dilution refrigerator, enclosed in a multilayer
shielding: copper radiation shields and magnetic shields
of aluminum and cryoperm. The transmon qubits are
characterized using a nearly quantum-limited broadband
Josephson traveling wave parametric amplifier [49], al-
lowing us to perform the simultaneous single-shot read-
out of the qubits by frequency-multiplexing [5]. The
readout error probabilities for the G and E states are
characterized to be < 0.001 and < 0.03, which are lim-
ited by separation errors and readout-induced state-flip
errors [61], respectively (see Appendix E2). To suppress
thermal and backward amplifier noises, the input and
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図 9.6: LC共振器とトランズモンの結合系

というHamiltonianを得る。ここで量子ビットの周波数は h̄ωq =
√
8ECEJ−ECであり、非調和性を表すαq = −EC/h̄を導入した。典型的なパラメータとしては、ωq ≃ 10 GHz、

EJ/EC ≥ 50、αq ∼ −200 MHzほどである。
一見すると JosephsonエネルギーEJ が電荷エネルギーEC よりも大きいという仮定は、Josephson接合が非線形インダクタとして働くということから非線形性が大きいこと

を意味するようにも思えるが、実は θの係数にもEJ/ECの因子があるように、非線形性が小さくなることを意味することが分かる。これはnCの真空ゆらぎ δnC = (EJ/8EC)
1/4

を考えるとより直観的になる。EJ/EC が小さいときには δnC は小さく、Cooper対が 0

個から 1個になるか 1個から 2個になるかでCooper対間の相互作用による遷移エネル
ギーの違いが出る、すなわち非線形性がある。しかしEJ/EC ≫ 1のときには δnCが非常に大きい。すなわちもはやこの領域での固有状態は数状態ではうまく書けないものに
なるのだが、あえてCooper対の個数でいうならば 1個増えようがそこからさらにもう
1個増えようが、数状態の分布が少しシフトするだけで遷移エネルギーにおける違いが
ほとんどないような状況になる、すなわち非線形性が小さくなるのである。今回考えた
ような超伝導回路で大きなEJ/EC を持つものをトランズモン（transmon）と呼ぶ。逆
に EJ/EC が小さくなると非線形性が大きくなるが、こういった超伝導回路を Cooper

pair boxと呼ぶ。

9.2.3 共振器とトランズモンの結合
最後に、超伝導量子ビットと共振器が図のようにキャパシタを介して接続されている

ような回路を考えよう。電圧、キャパシタの電荷、磁束その他のパラメータは図中に示
してあるのでそちらを参照してほしい。結合キャパシタ（coupling capacitor）Ccの扱いが肝だが、キャパシタンスがCq、Crに比べ小さいとし、超伝導量子ビット、共振器、結合キャパシタのエネルギーを足し上げたものとして Hamiltonianを求めてみること
にする。結合キャパシタにかかる電圧は Vc = Vr − Vq = Qr/Cr −Qq/Cqであり、これ

Kono et.al., 2305.02591v1
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第7章 共振器量子電磁力学（cavity QED）
7.1 Jaynes-Cummingsモデル
共振器量子電磁力学系 (cavity quantum electrodynamics、cavity QED) 1は、電磁場

の共振器内部に二準位系を配置した系（図 ??）であり、共振器光子の量子的振る舞い
の研究、あるいは共振器内部にある二準位系の制御が可能となる。二準位系と単一の
共振モードが相互作用するこのような状況は Jaynes-Cummingsモデルにより記述され
る。Jaynes-Cummings Hamiltonianは

HJC =
h̄ωq

2
σz + h̄ωca

†a+ h̄g(σ+a+ a†σ−). (7.1.1)

である。このモデルを用いて、共振器量子電磁力学系という量子系を操る単純だが強力
な舞台を見ていこう。
はじめに二準位系にも共振器にも緩和がない場合の Jaynes-Cummings Hamiltonian

の固有エネルギーを調べよう。共振器光子が n個、量子ビットが |ξ⟩ (ξ = g, e)のとき
の合成系の量子状態を |ξ, n⟩と書こう。Hamiltonianの行列要素 ⟨ξ′,m|HJC |ξ, n⟩を調
べると、このHamiltonianはブロック対角であることがわかる。というのも、非対角要
素を与える σ+a+ a†σ−という相互作用（係数は省略してある）が |g, n⟩と |e, n− 1⟩の
みを繋ぐようなものだからである。そのブロック行列H(n)

JC をあらわに書くと、
H(n)

JC =

(
− h̄ωq

2 + h̄ωcn h̄g
√
n

h̄g
√
n h̄ωq

2 + h̄ωc(n− 1)

)
(7.1.2)

となる。ここで一番目と二番目の行/列はそれぞれ |g, n⟩と |e, n− 1⟩の要素を表している。
n ≥ 1にも注意。このブロック行列は固有値λ± = h̄ωc(n−1/2)±(h̄/2)

√
(ωc − ωq)2 + 4g2n

を有し、量子ビットと共振器が共鳴している ωc = ωq = ω0の場合には
λ± = h̄ω0 ± h̄g

√
n. (7.1.3)

と書ける。このように、|g, n⟩と |e, n− 1⟩の結合によってできる n番目の（励起）状態
は 2h̄g

√
nだけエネルギー間隔のあいた二つの量子状態であり、二準位系と共振器の結

合系である Jaynes-Cummingsモデルのエネルギースペクトルは等間隔ではない。この
エネルギースペクトルを Jaynes-Cummings ladderともいう。

1量子技術においては共振器全般を cavityと呼ぶことが多いが、別の業界では cavityといえば虫歯である。

qubit-photon  
interactionfree qubit H free photon H

g: coupling constant   ~ µ・E  (µ: qubit electric dipole moment)
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図 5.2: 離調がない場合（左）とある場合 (右) のRabi振動

が成り立つ：
Γ =

µ2ω3
q

3πh̄ϵ0c3
⇐⇒ µ =

√
3πh̄ϵ0c3Γ

ω3
q

. (5.1.18)

Γ2 で表される緩和は占有確率の変化を引き起こさないが、Blochベクトル (sx, sy, sz)のうち sxと syを “縮める”効果を持つ (図 5.1)。これは結果として量子ビットが重ね合
わせ状態などに関する位相の情報を失っていくことを意味しており、それゆえに位相緩
和と呼ばれる。自然放出による位相緩和も含めた Γ1 + 2Γ2がトータルの位相緩和レートとなるため、Γ2はとくに純位相緩和レート（pure dephasing rate）と呼ばれること
もある。

5.2 Rabi振動
さて、電磁波による駆動と緩和のもとでの量子ビットのダイナミクスを記述する方

程式が得られたため、実際にどのような振る舞いになるかを見てみよう。といっても
Bloch方程式を解析的に解くのは特殊な場合を除いて簡単ではないため、まず理想的な
場合として離調がなく （∆q = 0）、緩和もない（Γ1 = Γ2 = 0）状況を見てみよう。こ
の時の Bloch方程式は

dsx
dt

= 0,
dsy
dt

= −Ωsz,
dsz
dt

= Ωsy

となり、初めに量子ビットが基底状態にある（sz(t = 0) = −1）という初期条件のもと
で sx = 0、sz = − cos (Ωt)、sy = sin (Ωt)という解が得られる。この解は、はじめ |g⟩
にあった Blochベクトルが (Ω, 0, 0)、つまり Bloch球でいうと図 5.2の左側のように x

軸まわりに回転することを意味している。Ωは Rabi周波数（Rabi frequency）と呼ば

on-resonant off-resonant

|g⟩

|e⟩ ω = ω1-ω0

 Jaynes-Cummings Hamiltonian 



共振器を通じて読み出す
共振器の中に量子ビット置く → 共振モードの電場と結合 E-field of  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of the transmon

量子ビットの状態に応じて共振周波数が変わる
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qubit cavity cavity × qubit
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アモルファスの電子ポケットによるTLS

jwi ¼ a j0iþ b j1i ¼ cos
h
2
j0iþ ei/ sin

h
2
j1i: (36)

The Bloch vector is stationary on the Bloch sphere in the “rotating
frame picture.” If state j1i has a higher energy than state j0i (as it gen-
erally does in superconducting qubits), then in a stationary frame, the
Bloch vector would precess around the z-axis at the qubit frequency
ðE1 $ E0Þ=!h. Without loss of generality (and much easier to visualize),
we instead “choose” to view the Bloch sphere in a reference frame
where the x and y-axes also rotate around the z-axis at the qubit fre-
quency. In this “rotating frame,” the Bloch vector appears stationary
as written in Eq. (36). The rotating frame will be described in detail in
Sec. IVD1 in the context of single-qubit gates.

For completeness, we note that the density matrix q ¼ jwihwj
for a pure state jwi is equivalently

q ¼ 1
2
ðI þ~a &~rÞ ¼ 1

2
1þ cos h e$i/ sin h
ei/ sin h 1þ sin h

! "
(37)

¼
cos2

h
2

e$i/ cos
h
2
sin

h
2

ei/ cos
h
2
sin

h
2

sin2
h
2

0

BB@

1

CCA (38)

¼ jaj2 ab'

a'b jbj2

 !

(39)

where I is the identity matrix, and~r ¼ ½rx;ry; rz) is a vector of Pauli
matrices. If the Bloch vector ~a is a unit vector, then q represents a
pure state w and Tr(q2) ¼ 1. More generally, the Bloch sphere can be
used to represent “mixed states,” for which j~aj < 1; in this case, the
Bloch vector terminates at points “inside” the unit sphere, and
0 * Trðq2Þ < 1. To summarize, the surface of the unit sphere repre-
sents pure states, and its interior represents mixed states.6

2. Bloch-Redfield model of decoherence

Within the standard Bloch-Redfield109–111 picture of two-level
system dynamics, noise sources weakly coupled to the qubits have

short correlation times with respect to the system dynamics. In this
case, the relaxation processes are characterized by two rates (see Fig. 4),

longitudinal relaxation rate : C1 +
1
T1
; (40)

transverse relaxation rate : C2 +
1
T2
¼ C1

2
þ Cu; (41)

which contains the pure dephasing rate Cu. We note that the defini-
tion of C2 as a sum of rates presumes that the individual decay func-
tions are exponential, which occurs for Lorentzian noise spectra
(centered at x ¼ 0) such as white noise (short correlation times) with
a high-frequency cutoff.

The impact of noise on the qubit can be visualized on the Bloch
sphere in Fig. 4(a). For an initial state (t¼ 0)

jwi ¼ aj0iþ bj1i; (42)

the Bloch-Redfield density matrix qBR for the qubit is written
112,113

qBR ¼
1þ ðjaj2 $ 1Þe$C1t ab'eidxte$C2t

a'be$idxte$C2t jbj2e$C1t

 !
: (43)

There are a few important distinctions between Eqs. (43) and (39),
which we list here and then describe in more detail in Secs.
III B 2 a–III B 2 c.

• First, we have introduced the “longitudinal decay function”
exp ð$C1tÞ, which accounts for longitudinal relaxation of the qubit.

• Second, we introduced the “transverse decay function” exp ð$C2tÞ,
which accounts for transverse decay of the qubit.

• Third, we have introduced an explicit phase accrual exp ðidxtÞ,
where dx ¼ xq $ xd, which generalizes the Bloch sphere picture to
account for cases where the qubit frequency xq differs from the
rotating-frame frequency xd, as we will see later when discussing
measurements of T2 using Ramsey interferometry,114,115 and in Sec.
IVD 1, in the context of single-qubit gates.

• Fourth, we have constructed the matrix such that for t , ðT1; T2Þ,
the upper-left matrix element will approach a unit value, indicating

FIG. 4. Transverse and longitudinal noise represented on the Bloch sphere. (a) Bloch sphere representation of the quantum state jwi ¼ a j0iþ b j1i. The qubit quantization
axis—the z axis—is “longitudinal” in the qubit frame, corresponding to rz terms in the qubit Hamiltonian. The x-y plane is “transverse” in the qubit frame, corresponding to rx
and ry terms in the qubit Hamiltonian. (b) Longitudinal relaxation results from the energy exchange between the qubit and its environment, due to transverse noise that couples
to the qubit in the x–y plane and drives transitions j0i $ j1i. A qubit in-state j1i emits energy to the environment and relaxes to j0i with a rate C1# (blue arched arrow).
Similarly, a qubit in-state j0i absorbs energy from the environment, exciting it to j1i with a rate C1" (orange arched arrow). In the typical operating regime kBT - !hxq, the
up-rate is suppressed, leading to the overall decay rate C1 . C1#. (c) Pure dephasing in the transverse plane arises from longitudinal noise along the z axis that fluctuates
the qubit frequency. A Bloch vector along the x-axis will diffuse clockwise or counterclockwise around the equator due to the stochastic frequency fluctuations, depolarizing the
azimuthal phase with a rate C/. (d) Transverse relaxation results in a loss of coherence at a rate C2 ¼ C1=2þ C/, due to a combination of energy relaxation and pure
dephasing. Pure dephasing leads to decoherence of the quantum state 1=

ffiffiffi
2
p$ %
ðj0iþ j1iÞ, initially pointed along the x-axis. Additionally, the excited state component of the

superposition state may relax to the ground state, a phase-breaking process that loses the orientation of the vector in the x-y plane.
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縦緩和 (T1): |e>→|g>脱励起    光子のロスとほぼ同義 

      自然放出、クーパー対壊れる ("準粒子生成") 


      素材内のより散逸の激しい2準位系 (TLS) との結合


横緩和 (T2*): |e>と|g>の係数の相対位相がランダム化    


      エネルギー準位のブレと同義 

      Charge/fluxノイズ, cavity内の残留光子, 準粒子生成など

コヒーレンス時間 (量子ビットの寿命)

jwi ¼ a j0iþ b j1i ¼ cos
h
2
j0iþ ei/ sin

h
2
j1i: (36)

The Bloch vector is stationary on the Bloch sphere in the “rotating
frame picture.” If state j1i has a higher energy than state j0i (as it gen-
erally does in superconducting qubits), then in a stationary frame, the
Bloch vector would precess around the z-axis at the qubit frequency
ðE1 $ E0Þ=!h. Without loss of generality (and much easier to visualize),
we instead “choose” to view the Bloch sphere in a reference frame
where the x and y-axes also rotate around the z-axis at the qubit fre-
quency. In this “rotating frame,” the Bloch vector appears stationary
as written in Eq. (36). The rotating frame will be described in detail in
Sec. IVD1 in the context of single-qubit gates.

For completeness, we note that the density matrix q ¼ jwihwj
for a pure state jwi is equivalently

q ¼ 1
2
ðI þ~a &~rÞ ¼ 1

2
1þ cos h e$i/ sin h
ei/ sin h 1þ sin h
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where I is the identity matrix, and~r ¼ ½rx;ry; rz) is a vector of Pauli
matrices. If the Bloch vector ~a is a unit vector, then q represents a
pure state w and Tr(q2) ¼ 1. More generally, the Bloch sphere can be
used to represent “mixed states,” for which j~aj < 1; in this case, the
Bloch vector terminates at points “inside” the unit sphere, and
0 * Trðq2Þ < 1. To summarize, the surface of the unit sphere repre-
sents pure states, and its interior represents mixed states.6

2. Bloch-Redfield model of decoherence

Within the standard Bloch-Redfield109–111 picture of two-level
system dynamics, noise sources weakly coupled to the qubits have

short correlation times with respect to the system dynamics. In this
case, the relaxation processes are characterized by two rates (see Fig. 4),

longitudinal relaxation rate : C1 +
1
T1
; (40)

transverse relaxation rate : C2 +
1
T2
¼ C1

2
þ Cu; (41)

which contains the pure dephasing rate Cu. We note that the defini-
tion of C2 as a sum of rates presumes that the individual decay func-
tions are exponential, which occurs for Lorentzian noise spectra
(centered at x ¼ 0) such as white noise (short correlation times) with
a high-frequency cutoff.

The impact of noise on the qubit can be visualized on the Bloch
sphere in Fig. 4(a). For an initial state (t¼ 0)

jwi ¼ aj0iþ bj1i; (42)

the Bloch-Redfield density matrix qBR for the qubit is written
112,113

qBR ¼
1þ ðjaj2 $ 1Þe$C1t ab'eidxte$C2t

a'be$idxte$C2t jbj2e$C1t

 !
: (43)

There are a few important distinctions between Eqs. (43) and (39),
which we list here and then describe in more detail in Secs.
III B 2 a–III B 2 c.

• First, we have introduced the “longitudinal decay function”
exp ð$C1tÞ, which accounts for longitudinal relaxation of the qubit.

• Second, we introduced the “transverse decay function” exp ð$C2tÞ,
which accounts for transverse decay of the qubit.

• Third, we have introduced an explicit phase accrual exp ðidxtÞ,
where dx ¼ xq $ xd, which generalizes the Bloch sphere picture to
account for cases where the qubit frequency xq differs from the
rotating-frame frequency xd, as we will see later when discussing
measurements of T2 using Ramsey interferometry,114,115 and in Sec.
IVD 1, in the context of single-qubit gates.

• Fourth, we have constructed the matrix such that for t , ðT1; T2Þ,
the upper-left matrix element will approach a unit value, indicating

FIG. 4. Transverse and longitudinal noise represented on the Bloch sphere. (a) Bloch sphere representation of the quantum state jwi ¼ a j0iþ b j1i. The qubit quantization
axis—the z axis—is “longitudinal” in the qubit frame, corresponding to rz terms in the qubit Hamiltonian. The x-y plane is “transverse” in the qubit frame, corresponding to rx
and ry terms in the qubit Hamiltonian. (b) Longitudinal relaxation results from the energy exchange between the qubit and its environment, due to transverse noise that couples
to the qubit in the x–y plane and drives transitions j0i $ j1i. A qubit in-state j1i emits energy to the environment and relaxes to j0i with a rate C1# (blue arched arrow).
Similarly, a qubit in-state j0i absorbs energy from the environment, exciting it to j1i with a rate C1" (orange arched arrow). In the typical operating regime kBT - !hxq, the
up-rate is suppressed, leading to the overall decay rate C1 . C1#. (c) Pure dephasing in the transverse plane arises from longitudinal noise along the z axis that fluctuates
the qubit frequency. A Bloch vector along the x-axis will diffuse clockwise or counterclockwise around the equator due to the stochastic frequency fluctuations, depolarizing the
azimuthal phase with a rate C/. (d) Transverse relaxation results in a loss of coherence at a rate C2 ¼ C1=2þ C/, due to a combination of energy relaxation and pure
dephasing. Pure dephasing leads to decoherence of the quantum state 1=
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ðj0iþ j1iÞ, initially pointed along the x-axis. Additionally, the excited state component of the

superposition state may relax to the ground state, a phase-breaking process that loses the orientation of the vector in the x-y plane.
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Müller et al. (2019)

チップ内の共振モード 
(2D実装)

自然放出を抑えるための  
チップを覆う銅の蓋 (2D実装)

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwih8-ui96D_AhWkmFYBHf_mDb4QFnoECAwQAQ&url=https://arxiv.org/abs/1705.01108&usg=AOvVaw1gYapZ3LtiozpZEKhEaPtb
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Figure 2
(a) The energy spectrum of a quantum harmonic oscillator. (b) The energy spectrum of the transmon qubit, showing how the
introduction of the nonlinear Josephson junction produces nonequidistant energy levels. (c) Evolution of lifetimes and coherence times
in superconducting qubits. Bold font indicates the first demonstration of a given modality. JJ-based qubits are qubits in which the
quantum information is encoded in the excitations of a superconducting circuit containing one or more Josephson junctions (see
Section 2.1). Bosonic-encoded qubits are qubits in which the quantum information is encoded in superpositions of multiphoton states
in a QHO, and a Josephson junction circuit mediates qubit operation and readout (see Section 2.4). Error-corrected qubits represent
qubit encodings in which a layer of active error correction has been implemented to increase the encoded qubit lifetime. The charge
qubit and transmon modalities are described in Section 2.1.1, the flux qubit and the capacitively shunted flux qubit (C-sh. flux qubit) are
described in Section 2.1.2, and fluxonium and gatemon modalities are described in Section 5. The codes underlying the cat encoding
and binomial encoding are discussed in Section 4.3. For encoded qubits, the non-error-corrected T1 and T2 times used in this figure are
for the encoded, but not error-corrected, version of the logical qubit (see References 11 and 12 for details). The data for the JJ-based
qubits are from (in chronological order) References 33–47, the semiconductor-JJ-based transmons (gatemons) are from
References 48–50, and the graphene-JJ-based transmon is from Reference 51. The bosonic-encoded qubits in chronological order are
from References 11, 12, and 52–54. Abbreviations: QHO, quantum harmonic oscillator; and 3D indicates a qubit embedded in a
three-dimensional cavity. Panels a and b adapted from Reference 31 with permission of AIP Publishing.

2.1. Devices Based on Superconducting Tunnel Junctions
The quantum harmonic oscillator (QHO) shown in Figure 2a is a resonant circuit comprising a
capacitor and an inductor with resonance frequency ωc = 1/

√
LC. For sufficiently low tempera-

ture (kBT ! !ωc) and dissipation (level broadening much less than !ωc), the resulting harmonic
potential supports quantized energy levels spaced by !ωc. However, due to the equidistant level
spacing, the QHO by itself cannot be operated as a qubit.

To remedy this situation, the circuit potential is made anharmonic by introducing a nonlinear
inductor—the Josephson junction. The imparted anharmonicity leads to a nonequidistant spacing
of the energy levels, enabling one to uniquely address each transition (see Figure 2b). Typically,
the two lowest levels are used to define a qubit, with |0⟩ corresponding to the ground state and
|1⟩ corresponding to the excited state. Large anharmonicity is generally favorable to suppress
unwanted excitations to higher levels.
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コヒーレンス時間 (量子ビットの寿命)

12

20年で6桁改善 

ノイズに強いデザイン

   e.g. トランズモン → T2大幅改善


測定環境のノイズ低減

   シールド, 低ロスパッケージング

   ノイズフィルター, Purcellフィルター

強結合と寿命を両立できる 
ようになってきた

素材研究

   アモルファス少ない: Nb, Ta


   酸化特性よい: TiN, Ta, NbN, AlN


   界面きれい: エピ成長TiN


   洗浄プロセスの洗練

I. Sidiqqi (2021)

https://www.nature.com/articles/s41578-021-00370-4


センサー応用



超伝導量子ビットセンサーの特徴

光子との強結合   原子の×O(106)  
○ 高感度な光 (マイクロ波) のセンサーになる


○ 結合自体はまだ大きくできる JJ
d = O(0.1mm)

macroscopic

EDM:  μ ∼ Qd

14

高い周波数調節能力   1粒で2桁いける 
○ 0.2-20 GHz


○ 本質的に共振器 (高感度) でありながら広帯域


 
コヒーレンスはそんなに良くない   特に自作する場合 
○ 凝った量子測定は現状そこまでご利益ない (微妙なfidelity → dark count爆裂)

   e.g. 多ビットのエンタングルメント


○ 逆にいうとここが改善されるとできることが爆上げ  
   Google/IBMの量子コンピューターはその水準に近づきつつある



単一マイクロ波検出器として使う

interaction. However, near on-resonance (ωq ! ωr), we cannot
selectively detect or control the qubit state because, in this
regime, the strong qubit–resonator interaction hybridizes the
qubit and resonator states (see Sec. V C). Hence, we detune ωq
such that the qubit–resonator detuning Δqr(;ωr " ωq) is much
greater than g and κ. This limit is called the dispersive limit. In
this off-resonant regime, a qubit transition induced by photon
exchange with the resonator is negligible. However, the qubit
shows small but easily measurable frequency shifts that depend
on the resonator state; at the same time, the resonator also shows
a small frequency shift that depends on the qubit state. The qubit
state is detected by measuring this frequency shift of the
resonator.

To see the physics in the dispersive limit more clearly, we con-
sider the Jaynes–Cummings Hamiltonian ĤJC [Eq. (41)]. Here, we
treat the qubit–resonator interaction Ĥqr [Eq. (40)] as the perturba-
tion to the uncoupled qubit–resonator Hamiltonian Ĥ0 [Eq. (38)].
Then, we take a unitary transformation that diagonalizes ĤJC per-
turbatively to first order in Ĥqr. Such a transformation is called the
Schrieffer–Wolff transformation75,76 (the same results can be
obtained using the standard perturbation theory53,62). A unitary
operator Ûdisp ¼ eŜ for the Schrieffer–Wolff transformation is
defined such that Ŝy ¼ "Ŝ and [Ŝ, Ĥ0] ¼ "Ĥqr. Then, we have
(use the formulas in Table II)

Ĥdisp
JC ¼ ÛdispĤJCÛ

y
disp

¼ Ĥ0 þ Ĥqr þ [Ŝ, Ĥ0]þ [Ŝ, Ĥqr]

þ 1
2
[Ŝ, [Ŝ, Ĥ0]]þ

1
2
[Ŝ, [Ŝ, Ĥqr]]þ % % %

! Ĥ0 þ
1
2
[Ŝ, Ĥqr]: (55)

In our case, Ûdisp is given by

Ûdisp ¼ exp
g
Δqr

(σ̂"ây " σ̂þâ)
! "

: (56)

From Eq. (55), we obtain

Ĥdisp
JC ! !h(ωq " χ)

σ̂z

2
þ !h(ωr " χσ̂z)âyâ, (57)

where χ ; g2=Δqr. The second term in Eq. (57) shows that the res-
onator frequency shifts by +χ, depending on the qubit state
[Fig. 13(a)]. Therefore, dispersive readout detects the longitudinal
component of the Bloch vector. This is the novel feature of the dis-
persive readout—creating a qubit–resonator interaction with σ̂z ,
which enables us to detect the qubit state, from a purely transverse
interaction by taking the dispersive limit.

Note that the dispersive term [χσ̂z âyâ in Eq. (57)] commutes
with the bare qubit and bare resonator terms; in other words, mea-
suring the qubit state does not disturb the subsequent evolution of
the qubit and resonator, meaning that the dispersive readout
scheme is nondestructive. Such a measurement scheme is called
Quantum NonDemolition (QND) measurement.53,77,78 Here, we
emphasize that the term “nondemolition” does not mean the
absence of wavefunction collapse. If the measurement scheme is
QND-type, a measured qubit remains in the eigenstate that we
record as a measurement outcome, and subsequent measurements
reproduce the outcome of the first measurement.

For quantum error correction, the state of an ancilla qubit
(see Sec. VII) must be determined in a single shot—without averag-
ing the output signals of repeated identical measurements. Thus,
maximizing the Signal-to-Noise Ratio (SNR) is crucial. While we
can enhance the SNR by increasing the probe power, i.e., the
average number of photons !n for the detection of the resonator
state, !n must be significantly less than the critical photon number
ncrit, which is given by Δqr=4g2.

55 If not, Eq. (57) would no longer
be valid. Then, the readout process is no longer QND, and the

FIG. 13. (a) Qubit-state-dependent shift in resonator frequency. This frequency
shift, called the dispersive shift, allows us to detect the qubit state by monitoring
the S-parameters of the circuit. For the circuit shown in Fig. 10(a), the qubit
state can be inferred by measuring the transmission of the circuit at ωr . If the
measured phase is A, then the qubit state is gj i; if the phase is B, the qubit
state is ej i. (b) Resonator-state-dependent shift in qubit frequency. In the strong
coupling regime, the qubit frequency can be split by the photon-state-dependent
frequency shift. The resonator state is assumed to be a coherence state whose
average photon number is !n. This figure was obtained by solving the Lindblad
equation [Eq. (50)] with Eqs. (51), (54), and (57). For the solution, QuTiP was
used.73,74

Journal of
Applied Physics TUTORIAL scitation.org/journal/jap

J. Appl. Phys. 129, 041102 (2021); doi: 10.1063/5.0029735 129, 041102-20

Published under license by AIP Publishing.

ave. photon number=2
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○ Cavity内にいる光子数によってqubit周波数が変わる (ac Stark shift) 

   大体n個photonいたらnχズレる (χ: dispersive coupling ~ O(MHz))


○ Qubit周波数の変化を検出 (測定) できれば光子の存在を主張できる

Kwon et al. 

https://pubs.aip.org/aip/jap/article/129/4/041102/957183/Gate-based-superconducting-quantum-computing


例: 非常に弱い共振器光子の検出
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A. Dixit et al. (2020)
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FIG. 1. Superconducting transmon qubit dispersively

coupled to high Q storage cavity. a, Schematic of pho-
ton counting device consisting of storage and readout cavities
bridged by a transmon qubit [28]. The interaction between
the dark matter and electromagnetic field results in a photon
being deposited in the storage cavity. b, Qubit spectroscopy
reveals that the storage cavity population is imprinted as a
shift of the qubit transition frequency. The photon number
dependent shift is 2� per photon.

photons [22]. Here, we develop a detector that is sensitive
in the microwave regime and has a low dark count proba-
bility commensurate with the small signal rates expected
in a dark matter experiment.

Qubit based photon counter

In order to construct a single photon counter, we
employ quantum non-demolition (QND) techniques pi-
oneered in atomic physics [23, 24]. To count photons, we
utilize the interaction between a superconducting trans-
mon qubit [25, 26] and the field in a microwave cavity,
as described by the Jaynes-Cummings Hamiltonian [27]
in the dispersive limit (qubit-cavity coupling ⌧ qubit,
cavity detuning): H/h̄ = !ca†a + 1

2
!q�z + 2�a†a 1

2
�z.

The Hamiltonian can be recast to elucidate a key fea-
ture: a photon number dependent frequency shift (2�)
of the qubit transition (Fig. 1(b)).

H/h̄ = !ca
†a+

1

2
(!q + 2�a†a)�z (1)

We use an interferometric Ramsey measurement of the
qubit frequency to infer the cavity state [29]. Errors in
the measurement occur due to qubit decay, dephasing,
heating, cavity decay, and readout infidelity, introduc-
ing ine�ciencies or worse, false positive detections. For
contemporary transmon qubits, these errors occur with
much greater probability (1-10%) than the appearance
of a dark matter induced photon, resulting in a measure-
ment that is limited by detector errors. The qubit-cavity
interaction (2�a†a 1

2
�z) is composed solely of number op-

erators and commutes with the bare Hamiltonian of the
cavity (!ca†a) and qubit ( 1

2
!q�z). Thus, the cavity state

collapses to a Fock state (|0i or |1i in the n̄ ⌧ 1 limit)
upon measurement, rather than being absorbed and de-
stroyed [30–33]. Repeated measurements of the cavity
photon number made via this QND operator enable us
to devise a counting protocol, shown in Fig. 2(a), insen-
sitive to errors in any individual measurement [34–36].

This provides exponential rejection of false positives with
only a linear cost in measurement time.
In this work, we use a device composed of a high qual-

ity factor (Qs = 2.06 ⇥ 107) 3D cavity [37, 38] used to
accumulate and store the signal induced by the dark mat-
ter (storage, !s = 2⇡ ⇥ 6.011GHz), a superconducting
transmon qubit (!q = 2⇡ ⇥ 4.749GHz), and a 3D cavity
strongly coupled to a transmission line (Qr = 1.5⇥ 104)
used to quickly read out the state of qubit (readout,
!r = 2⇡ ⇥ 8.052GHz) (Fig. 1(a)). We mount the de-
vice to the base stage of a dilution refrigerator at 8mK.
To count photons, we repeatedly map the cavity pop-

ulation onto the qubit state by performing a cavity num-
ber parity measurement with Ramsey interferometry, as
depicted in Fig. 2(a). We place the qubit, initialized ei-
ther in |gi or |ei, in a superposition state 1p

2
(|gi ± |ei)

with a ⇡/2 pulse. The qubit state precesses at a rate of
|2�| = 2⇡ ⇥ 1.13MHz when there is one photon in the
storage cavity due to the photon dependent qubit fre-
quency shift. Waiting for a time tp = ⇡/|2�| results in
the qubit state accumulating a ⇡ phase if there is one
photon in the cavity. We project the qubit back onto the
z-axis with a �⇡/2 pulse completing the mapping of the
storage cavity photon number onto the qubit state. We
then determine the qubit state using its standard disper-
sive coupling to the readout resonator. For weak cavity
displacements (n̄ ⌧ 1), this protocol functions as a qubit
⇡ pulse conditioned on the presence of a single cavity
photon [29]. If there are zero photons in the cavity, the
qubit remains in its initial state. If there is one photon
in the cavity, the qubit state is flipped (|gi $ |ei). More
generally, this protocol is sensitive to any cavity state
with odd photon number population.

Hidden Markov model analysis

In order to account for all possible error mechanisms
during the measurement protocol, we model the evolu-
tion of the cavity, qubit, and readout as a hidden Markov
process where the cavity and qubit states are hidden vari-
ables that emit as a readout signal (see Fig. 2(b)). The
Markov chain is characterized by the transition matrix
(T) (Eqn. 2) that governs how the joint cavity, qubit
hidden state s 2 [|0gi , |0ei , |1gi , |1ei] evolve, and the
emission matrix (E) (Eqn. 3) which determines the prob-
ability of a readout signal R 2 [G,E ] given a possible hid-
den state.
The transition matrix captures the possible qubit (cav-

ity) state changes. Qubit (cavity) relaxation |ei ! |gi
(|1i ! |0i) occurs with a probability P #

eg = 1 � e�tm/T q
1

(P10 = 1 � e�tm/T s
1 ). The probability of spontaneous

heating |gi ! |ei (|0i ! |1i) of the qubit (cavity) to-
wards its steady state population is given by P "

ge =

n̄q[1 � e�tm/T q
1 ] (P01 = n̄c[1 � e�tm/T s

1 ]). n̄c is set to
zero in the model in order to penalize events in which a
photon appears in the cavity after the measurement se-
quence has begun. This makes the detector insensitive

2

Ramseyでqubit変調を検出
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FIG. 2. Photon counting protocol and hidden Markov

model analysis. a, Pulse sequence for photon counting in-
cludes cavity initialization and repeated parity measurements,
consisting of a ⇡/2 pulse, a wait time of tp, and a �⇡/2
pulse followed by a qubit readout. b, Cavity and qubit states
evolve under transition matrix T, readout measurements are
governed by emission matrix E. c, (Left) Sequence of qubit
readout signals for two events. (Right) Reconstructed initial
cavity state probabilities. We observe an exponential sup-
pression of the detector error based false positive probability.

to cavity heating events. Dephasing during the parity
measurement occurs with probability P� = 1� e�tp/T

q
2 ,

leading to outcomes indistinguishable from qubit heating
or decay. The transition matrix contains all qubit errors:
Pge = P "

ge + P� and Peg = P #
eg + P�. Pgg, Pee, P00, and

P11 correspond to events where no error occurs, such that
probabilities pairwise sum to unity (e.g. Pgg + Pge = 1).
These probabilities are calculated using independently
measured qubit coherences (T q

1
= 108± 18 µs, T q

2
=

61± 4 µs), cavity lifetime (T s
1
= 546± 23 µs), qubit spu-

rious excited state population (n̄q = 5.1± 0.3 ⇥ 10�2),
the length of the parity measurement (tp = 380 ns), and
the time between parity measurements (tm = 10µs) (see
Supplemental Material for descriptions of experimental
protocols used to determine these parameters [39–43]).
The repetition rate of the experiment is constrained pri-
marily by the readout time (3 µs) and time for the read-
out resonator to relax back to the ground state.

T =

|0gi |0ei |1gi |1ei
2

64

3

75

P00Pgg P00Pge P01Pge P01Pgg |0gi
P00Peg P00Pee P01Pee P01Peg |0ei
P10Pgg P10Pge P11Pge P11Pgg |1gi
P10Peg P10Pee P11Pee P11Peg |1ei

(2)

The elements of the emission matrix are composed of
the readout fidelities of the ground and excited states
of the qubit (FgG = 95.8± 0.4%, FeE = 95.3± 0.5%).
Noise from the first stage cryogenic HEMT amplifier sets

the readout fidelity.

E =
1

2

G E
2

64

3

75

FgG FgE |0gi
FeG FeE |0ei
FgG FgE |1gi
FeG FeE |1ei

(3)

Given a set of N + 1 measured readout signals
(R0, R1, ..., RN ), we reconstruct the initial cavity state
probabilities P (n0 = 0) and P (n0 = 1) by using the
backward algorithm (Eqn. 4) [34, 35] and summing over
all possible initial qubit states.

P (n0) =
X

s02[|n0,gi,|n0,ei]

X

s1

...
X

sN

Es0,R0
Ts0,s1Es1,R1

...TsN�1,sNEsN ,RN

(4)

This reconstruction includes terms corresponding to
all the possible processes that could occur. For exam-
ple, a readout measurement of G followed by E could
occur due the correct detection of a photon in the cavity
(with probability P11PggFeE/2). Alternatively, this mea-
surement could be produced by a qubit heating event
(P00PgeFeE/2) or a readout error (P00PggFgE/2). Fig.
2(c) displays the measured readout signals and recon-
structed initial cavity probabilities of two events. The
top panels correspond to the absence of a cavity photon
and the bottom panels indicate the presence of a photon.

We apply a likelihood ratio test (� = P (n0=1)

P (n0=0)
) to the

reconstructed cavity state probabilities to determine if
the cavity contained zero or one photons. If the likelihood
ratio is greater than (less than) a threshold, � > �thresh

(�  �thresh), we determine the cavity to contain one
(zero) photon. The probability of a detector error in-
duced false positive is therefore less than 1

�thresh+1
. As

the threshold for detection increases, so too does the
number of repeated parity measurements needed to con-
firm the presence of a photon, exacting a cost to detec-
tion e�ciency that is linear in the number of measure-
ments. More importantly for the detection of rare events,
false positives are exponentially suppressed with more re-
peated measurements, as evident in Fig. 2(c).

Detector characterization

To characterize the detector, we populate the cavity by
applying a weak drive (n̄ ⌧ 1). We map out the relation-
ship between the probability of injected and measured
photons (Fig. 3(a)) by varying the injected mean photon
population (n̄ = ↵2), performing 30 repeated parity mea-
surements, and applying �thresh to discriminate between
one and zero photon events. We fit this relationship with
the function n̄meas = ⌘n̄inj+�. We obtain the e�ciency of
detection ⌘ = 0.409± 0.055 and the false positive prob-
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FIG. 2. Photon counting protocol and hidden Markov

model analysis. a, Pulse sequence for photon counting in-
cludes cavity initialization and repeated parity measurements,
consisting of a ⇡/2 pulse, a wait time of tp, and a �⇡/2
pulse followed by a qubit readout. b, Cavity and qubit states
evolve under transition matrix T, readout measurements are
governed by emission matrix E. c, (Left) Sequence of qubit
readout signals for two events. (Right) Reconstructed initial
cavity state probabilities. We observe an exponential sup-
pression of the detector error based false positive probability.

to cavity heating events. Dephasing during the parity
measurement occurs with probability P� = 1� e�tp/T

q
2 ,

leading to outcomes indistinguishable from qubit heating
or decay. The transition matrix contains all qubit errors:
Pge = P "

ge + P� and Peg = P #
eg + P�. Pgg, Pee, P00, and

P11 correspond to events where no error occurs, such that
probabilities pairwise sum to unity (e.g. Pgg + Pge = 1).
These probabilities are calculated using independently
measured qubit coherences (T q

1
= 108± 18 µs, T q

2
=

61± 4 µs), cavity lifetime (T s
1
= 546± 23 µs), qubit spu-

rious excited state population (n̄q = 5.1± 0.3 ⇥ 10�2),
the length of the parity measurement (tp = 380 ns), and
the time between parity measurements (tm = 10µs) (see
Supplemental Material for descriptions of experimental
protocols used to determine these parameters [39–43]).
The repetition rate of the experiment is constrained pri-
marily by the readout time (3 µs) and time for the read-
out resonator to relax back to the ground state.

T =

|0gi |0ei |1gi |1ei
2

64

3

75

P00Pgg P00Pge P01Pge P01Pgg |0gi
P00Peg P00Pee P01Pee P01Peg |0ei
P10Pgg P10Pge P11Pge P11Pgg |1gi
P10Peg P10Pee P11Pee P11Peg |1ei

(2)

The elements of the emission matrix are composed of
the readout fidelities of the ground and excited states
of the qubit (FgG = 95.8± 0.4%, FeE = 95.3± 0.5%).
Noise from the first stage cryogenic HEMT amplifier sets

the readout fidelity.

E =
1

2

G E
2

64

3

75

FgG FgE |0gi
FeG FeE |0ei
FgG FgE |1gi
FeG FeE |1ei

(3)

Given a set of N + 1 measured readout signals
(R0, R1, ..., RN ), we reconstruct the initial cavity state
probabilities P (n0 = 0) and P (n0 = 1) by using the
backward algorithm (Eqn. 4) [34, 35] and summing over
all possible initial qubit states.

P (n0) =
X

s02[|n0,gi,|n0,ei]

X

s1

...
X

sN

Es0,R0
Ts0,s1Es1,R1

...TsN�1,sNEsN ,RN

(4)

This reconstruction includes terms corresponding to
all the possible processes that could occur. For exam-
ple, a readout measurement of G followed by E could
occur due the correct detection of a photon in the cavity
(with probability P11PggFeE/2). Alternatively, this mea-
surement could be produced by a qubit heating event
(P00PgeFeE/2) or a readout error (P00PggFgE/2). Fig.
2(c) displays the measured readout signals and recon-
structed initial cavity probabilities of two events. The
top panels correspond to the absence of a cavity photon
and the bottom panels indicate the presence of a photon.

We apply a likelihood ratio test (� = P (n0=1)

P (n0=0)
) to the

reconstructed cavity state probabilities to determine if
the cavity contained zero or one photons. If the likelihood
ratio is greater than (less than) a threshold, � > �thresh

(�  �thresh), we determine the cavity to contain one
(zero) photon. The probability of a detector error in-
duced false positive is therefore less than 1

�thresh+1
. As

the threshold for detection increases, so too does the
number of repeated parity measurements needed to con-
firm the presence of a photon, exacting a cost to detec-
tion e�ciency that is linear in the number of measure-
ments. More importantly for the detection of rare events,
false positives are exponentially suppressed with more re-
peated measurements, as evident in Fig. 2(c).

Detector characterization

To characterize the detector, we populate the cavity by
applying a weak drive (n̄ ⌧ 1). We map out the relation-
ship between the probability of injected and measured
photons (Fig. 3(a)) by varying the injected mean photon
population (n̄ = ↵2), performing 30 repeated parity mea-
surements, and applying �thresh to discriminate between
one and zero photon events. We fit this relationship with
the function n̄meas = ⌘n̄inj+�. We obtain the e�ciency of
detection ⌘ = 0.409± 0.055 and the false positive prob-
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FIG. 3. Detector characterization. a, After a variable
initial cavity displacement, 30 repeated parity measurements
of cavity photon state are performed and a threshold �thresh

is applied to determine the cavity population. Detector ef-
ficiency (⌘) and false positive probability (�) are determined
from the fit in orange. The dashed red line corresponds to the
standard quantum limit, which results in the noise-equivalent
of one photon occupation. b, The e�ciency corrected false
positive probability (�/⌘) vs threshold (�thresh) curve asymp-
totes at high thresholds, indicating qubit errors are now a
subdominant contribution to the total detector false positive
probability. c, Histograms of log likelihood ratios of all events
for two di↵erent injected mean photon numbers. The his-
togram y-axis is cut o↵ at 4 counts to view the rare events at
high log likelihood ratios. The dashed grey line corresponds to
�thresh = 105 used in a. The unexpected photon events when
very small photon numbers are injected with log likelihood
ratios are from a photon background occupying the storage
cavity rather than detector error based false positives.

ability � = 4.3± 1.1 ⇥ 10�4 at threshold �thresh = 105

with goodness of fit �2

fit
= 0.0048.

Fig. 3(b) shows the e�ciency corrected false posi-
tive probability (�/⌘) initial decrease for low likelihood
thresholds �thresh, indicating a suppression of qubit and
readout based false positives. Leveling o↵ at larger
thresholds indicates that the dominant source of false
positives is no longer detector errors, but rather a back-
ground of real photons.

False positives that occur when qubit errors are highly
suppressed (at large �thresh) are due to a photon back-
ground in the storage cavity. In experiments with no pho-
tons injected into the cavity, we observe events with high
likelihood ratios comparable with those seen in experi-
ments with injected photons (Fig. 3(c)). The detector
thus correctly identifies real photons which set the back-
ground for dark matter searches. We measure the back-
ground cavity occupation to be n̄c = 7.3± 2.9 ⇥ 10�4,
corresponding to a temperature of 39.9± 2.2mK.

Because the measured cavity photon temperature is
greater than the physical 8mK temperature of the de-

vice there must be coupling to extraneous baths. One
contribution, arising from coupling to quasiparticles via
qubit dressing of the cavity [44], results in a photon
population of n̄q

c = 1.8± 0.1 ⇥ 10�4 (see Supplemen-
tal Material). Suppression of quasiparticle production
could be achieved by enhanced infrared filtering, exten-
sive radiation shielding, gap engineering, and quasiparti-
cle trapping [45–47]. Other sources of background pho-
tons could include blackbody radiation from higher tem-
perature stages of the dilution refrigerator, poorly ther-
malized or insu�ciently attenuated microwave lines, or
amplifier noise [48, 49].

Hidden photon dark matter exclusion

By counting photons with repeated parity measure-
ments and applying a Markov model based analysis, we
demonstrate single photon detection with background
shot noise reduced to �10 log

10

p
n̄c = 15.7± 0.9 dB be-

low the quantum limit. We use this detection technique
to conduct a narrow band hidden photon search. We col-
lect 15,141 independent measurements where the injected
n̄ is well below the background population n̄c and the
time between measurements is much longer than either
cavity or qubit timescale. Each measurement consists
of integrating the signal (for the cavity lifetime, T s

1
=

546 µs) and counting the number of photons in the cavity
with 30 repeated parity measurements (30⇥tm = 300µs).
The total search time is 15,141⇥ (546+ 300)µs = 12.81 s
with a duty cycle of 546µs

846µs = 65% (8.33 s of integration).

We apply a detection threshold of �thresh = 105, such
that the qubit and readout errors are suppressed below
the background photon probability ( 1

�thresh+1
< n̄c). We

count 9 photons in 15,141 measurements. Accounting for
the systematic uncertainties of the experiment (statistical
uncertainties are dominant, see Supplemental Material
for full treatment of all systematics [50, 51]), a hidden
photon candidate on resonance with the storage cavity
(m�0c2 = h̄!s), with mixing angle ✏ > 1.68 ⇥ 10�15 is
excluded at the 90% confidence level. Fig. 4 shows the
regions of hidden photon parameter space excluded by
the qubit based search, assuming the hidden photon com-
prises all the dark matter density (⇢DM = 0.4GeV/cm3).
The detector is maximally sensitive to dark matter can-
didates with masses within a narrow window around the
resonance frequency of the cavity. This window is set
by the lineshape of the dark matter [52] (QDM ⇠ 106)
such that the sensitivity falls to half the maximum (-3dB
point) 3 kHz away from the cavity resonance. Addition-
ally, sensitivity to o↵ resonant candidates occurs in re-
gions where the photon number dependent qubit shift is
an odd multiple of the dispersive shift 2� (see Supplemen-
tal Material for calculation of hidden photon constraints
[53]).

4

何回も測定してこれが出たときに 
検出できるか？

光子数:  平均~0のPoisson分布

できました🥳  時間はかかるが (~O(1ms)) 効率: 40% / Dark count rate (DCR): 10-4

https://arxiv.org/abs/2008.12231


誘導放射: n-fock状態で信号n倍
Dark photonがcavityで光子に転換 = (量子光学では) cavity状態のdisplacement 

始状態がn=10だと転換率10倍

始状態 
完全n=0

励起信号 励起信号
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a → γ

10γ + a → 11γ 11個のうち誰が変換したやつなのかわからん→干渉

A. Agrawal et al. (2023)
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さらにfancyな状態準備で増幅

Squeezed state CAT state

光子の検出 → 光状態の変化の検出

18



さらにfancyな状態準備で増幅

J. Gardner et al., 2404.13867GKP stateを使ったcoherence wave estimation   
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FIG. 1. Surface code performance. a, Schematic of a distance-7 surface code on a 105-qubit processor. Each measure qubit
(blue) is associated with a stabilizer (blue colored tile). Red outline: one of nine distance-3 codes measured for comparison
(3 ⇥ 3 array). Orange outline: one of four distance-5 codes measured for comparison (4 corners). Black outline: distance-7
code. We remove leakage from each data qubit (gold) via a neighboring qubit below it, using additional leakage removal qubits
at the boundary (green). b, Cumulative distributions of error probabilities measured on the 105-qubit processor. Red: Pauli
errors for single-qubit gates. Black: Pauli errors for CZ gates. Blue: Average identification error for measurement. Gold: Pauli
errors for data qubit idle during measurement and reset. Teal: weight-4 detection probabilities (distance-7, averaged over 250
cycles). c, Logical error probability, pL, for a range of memory experiment durations. Each datapoint represents 105 repetitions
decoded with the neural network and is averaged over logical basis (XL and ZL). Black and grey: data from Ref. [17] for
comparison. Curves: exponential fits after averaging pL over code and basis. To compute "d values, we fit each individual code
and basis separately [24]. d, Logical error per cycle, "d, reducing with surface code distance, d. Uncertainty on each point is
less than 5 ⇥ 10�5. Symbols match panel c. Means for d = 3 and d = 5 are computed from the separate "d fits for each code
and basis. Line: fit to Eq. 1, determining ⇤. Inset: simulations up to d = 11 alongside experimental points, both decoded with
ensembled matching synthesis for comparison. Line: fit to simulation, ⇤sim = 2.25± 0.02.

tional fidelities compared to our previously reported pro-
cessors [17, 26]. The qubits have a mean operating T1

of 68µs and T2,CPMG of 89µs, which we attribute to im-
proved fabrication techniques, participation ratio engi-
neering, and circuit parameter optimization. Increasing
coherence contributes to the fidelity of all of our opera-
tions which are displayed in Fig. 1b.

We also make several improvements to decoding, em-
ploying two types of o✏ine high-accuracy decoders. One
is a neural network decoder [27], and the other is a
harmonized ensemble [28] of correlated minimum-weight
perfect matching decoders [29] augmented with match-
ing synthesis [30]. These run on di↵erent classical hard-
ware, o↵ering two potential paths towards real-time de-
coding with higher accuracy. To adapt to device noise,
we fine-tune the neural network with processor data [27]
and apply a reinforcement learning optimization to the
matching graph weights [31].

We operate a distance-7 surface code memory com-
prising 49 data qubits, 48 measure qubits, and 4 addi-
tional leakage removal qubits, following the methods in
Ref. [17]. Summarizing, we initiate surface code opera-
tion by preparing the data qubits in a product state in
either the XL or ZL basis of the ZXXZ surface code [32].
We then repeat a variable number of cycles of error cor-

rection, during which measure qubits extract parity in-
formation from the data qubits to be sent to the decoder.
Following each syndrome extraction, we run data qubit
leakage removal (DQLR) [33] to ensure that leakage to
higher states is short-lived. We measure the state of the
logical qubit by measuring the individual data qubits and
then check whether the decoder’s corrected logical mea-
surement outcome agrees with the initial logical state.

From surface code data, we can characterize the physi-
cal error rate of the processor using the bulk error detec-
tion probability [34]. This is the proportion of weight-4
stabilizer measurement comparisons that detect an er-
ror. The surface code detection probabilities are pdet =
(7.7%, 8.5%, 8.7%) for d = (3, 5, 7). We attribute the in-
crease in detection probability with code size to finite
size e↵ects [24] and parasitic couplings between qubits.
We expect both e↵ects to saturate at larger processor
sizes [35].

We characterize our surface code logical performance
by fitting the logical error per cycle "d up to 250 cycles,
averaged over the X and Z bases. We average the perfor-
mance of 9 di↵erent distance-3 subgrids and 4 di↵erent
distance-5 subgrids to compare to the distance-7 code.
Finally, we compute the error suppression factor ⇤ us-
ing linear regression of ln("d) versus d. With our neural

c.f. 量子コンピューターでエラー訂正しきれいない謎のノイズがあるらしい
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FIG. 3. High-distance error scaling in repetition
codes. a, Logical error per cycle, "d, versus code distance, d,
when decoding with minimum-weight perfect matching. Rep-
etition code points are from d = 29, 103-cycle experiments,
107 repetitions for each basis X and Z. We subsample smaller
codes from the same d = 29 dataset, averaging over subsam-
ples. Line: fit of error suppression factor ⇤. We include data
from Rep. [17] for comparison. b, Logical error scaling with
injected error. We inject a range of coherent errors on all
qubits and plot against observed mean detection probabil-
ity pdet. Each experiment is 10 cycles, and we average over
106 repetitions. Smaller code distances are again subsampled
from d = 29. Lines: power law fits "d = Adp

(d+1)/2
det (one fit

parameter, Ad), restricted to "d > 10�7 and pdet < 0.3. c,
1/⇤ scaling with injected error. Typical relative fit uncer-
tainty is 2%. Line: fit. d, Example event causing elevated
detection probabilities which decay exponentially with time
constant 369± 6 µs (gray dashed line). Three consecutive ex-
perimental shots are plotted, delimited by vertical gray lines.
The 28 measure qubits are divided into four quartiles based
on average detection probability in the gray-shaded window.
Each trace represents the detection probability averaged over
one quartile and a time window of 10 cycles. Inset: Average
detection probability for each measure qubit (colored circle)
within the gray-shaded window.

course of our 2⇥ 1010 cycles of error correction, our pro-
cessor experienced six of these large error bursts, which
are responsible for the highest-distance failures. These
bursts, such as the event shown in Fig. 3d, are di↵erent
from previously observed high-energy impact events [17].
They occur approximately once an hour, rather than once
every few seconds, and they decay with an exponential

time constant around 400 µs, rather than tens of mil-
liseconds. We do not yet understand the cause of these
events, but mitigating them remains vital to building a
fault-tolerant quantum computer. These results rea�rm
that long repetition codes are a crucial tool for discover-
ing new error mechanisms in quantum processors at the
logical noise floor.
Furthermore, while we have tested the scaling law in

Eq. 1 at low distances, repetition codes allow us to scan
to higher distances and lower logical errors. Following a
similar coherent error injection method as in the surface
code, we show the scaling of logical error versus physi-
cal error and code distance in Fig. 3b-c, observing good
agreement with O(p(d+1)/2) error suppression. For ex-
ample, reducing detection probability by a factor of 2
manifests in a factor of 250 reduction in logical error at
distance-15, consistent with the expected O(p8) scaling.
This shows the dramatic error suppression that should
eventually enable large scale fault-tolerant quantum com-
puters, provided we can reach similar error suppression
factors in surface codes.

V. REAL-TIME DECODING

In addition to a high-fidelity processor, fault-tolerant
quantum computing also requires a classical coprocessor
that can decode errors in real time. This is because some
logical operations are non-deterministic; they depend on
logical measurement outcomes that must be correctly in-
terpreted on the fly [23]. If the decoder cannot process
measurements fast enough, an increasing backlog of syn-
drome information can cause an exponential blow-up in
computation time. Real-time decoding is particularly
challenging for superconducting processors due to their
speed. The throughput of transmitting, processing, and
decoding the syndrome information in each cycle must
keep pace with the fast error correcting cycle time of
1.1 µs. Using our 72-qubit processor as a platform, we
demonstrate below-threshold performance alongside this
vital module in the fault-tolerant quantum computing
stack.
Our decoding system begins with our classical control

electronics, where measurement signals are classified into
bits then transmitted to a specialized workstation via
low-latency Ethernet. Inside the workstation, measure-
ments are converted into detections and then streamed
to the real-time decoding software via a shared memory
bu↵er. We employ a specialized version of the Sparse
Blossom algorithm [42] optimized to quickly resolve local
configurations of errors common in surface code decod-
ing, using a parallelization strategy similar to Ref. [43].
The decoder operates on a constant-sized graph bu↵er
which emulates the section of the error graph being de-
coded at any instant, but which does not grow with the
total number of cycles used in the experiment. Di↵er-
ent threads are responsible for di↵erent spacetime regions
of the graph, processing their requisite syndrome infor-

Google q-AI (2024)

○ 10-6-10-8 くらいで起こるエラーは宇宙線のせいであることがわかった 

    → Gap engineeringで保護することに成功 

○ 残留エラー率: ~10-10    "burst"みたいなものが~400µsくらい続いている 

○ 新物理?
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network decoder, we observe ⇤ = 2.14 ± 0.02 and "7 =
(1.43 ± 0.03) ⇥ 10�3 (see Fig. 1c-d). With ensembled
matching synthesis, we observe ⇤ = 2.04±0.02 and "7 =
(1.71± 0.03)⇥ 10�3.

Furthermore, we simulate logical qubits of higher dis-
tances using a noise model based on the measured com-
ponent error rates in Fig. 1b, additionally including leak-
age and stray interactions between qubits [17, 24]. These
simulations are shown alongside the experiment in the
inset of Fig. 1d, both decoded with ensembled matching
synthesis. We observe reasonable agreement with exper-
iment and decisive error suppression, a�rming that the
surface codes are operating below threshold.

Thus far, we have focused on the error suppression fac-
tor ⇤, since below threshold performance guarantees that
physical qubit lifetimes and operational fidelities can be
surpassed with a su�ciently large logical qubit. In fact,
our distance-7 logical qubit already has more than double
the lifetime of its constituent physical qubits. While com-
paring physical and logical qubits is subtle owing to their
di↵erent noise processes, we plot a direct comparison be-
tween logical error rate and physical qubit error rate av-
eraged over X and Z basis initializations in Fig. 1c. To
quantify qubit lifetime itself, we average uniformly over
pure states using the metric proposed in Refs. [16, 24].
The distance-7 logical qubit lifetime is 291 ± 6 µs, ex-
ceeding the lifetimes of all the constituent physical qubits
(median 85±7 µs, best 119±13 µs) by a factor of 2.4±0.3.
Our logical memory beyond break-even extends previous
results using bosonic codes [16, 36, 37] to multi-qubit
codes, and it is a critical step toward logical operation
break-even.

III. LOGICAL ERROR SENSITIVITY

Equipped with below-threshold logical qubits, we can
now probe the sensitivity of logical error to various er-
ror mechanisms in this new regime. We start by testing
how logical error scales with physical error and code dis-
tance. As shown in Fig. 2a, we inject coherent errors
with variable strength on both data and measure qubits,
and extract two quantities from each injection experi-
ment. First, we use detection probability as a proxy for
the total physical error rate. Second, we infer the logical
error per cycle by measuring logical error probability at
10 cycles, decoding with correlated matching [29].

In Fig. 2b, we plot logical error per cycle versus detec-
tion probability for the distance-3, -5, and -7 codes. We
find that the three curves cross near a detection probabil-
ity of 20%, roughly consistent with the crossover regime
explored in Ref. [17]. The inset further shows that de-
tection probability acts as a good proxy for 1/⇤. When
fitting power laws below the crossing, we observe approxi-
mately 80% of the ideal value (d+1)/2 predicted by Eq. 1.
We hypothesize that this deviation is caused by excess
correlations in the device. Nevertheless, higher distance
codes show faster reduction of logical error, realizing the

FIG. 2. Error sensitivity in the surface code. a, One
cycle of the surface code circuit, focusing on one data qubit
and one measure qubit. Black bar: CZ, H: Hadamard, M:
measure, R: reset, DD: dynamical decoupling. Orange: In-
jected coherent errors. Purple: Data qubit leakage removal
(DQLR) [33]. b, Error injection in the surface code. Distance-
3 averages over 9 subset codes, and distance-5 averages over
4 subset codes, as in Fig. 1. Logical performance is plot-
ted against the mean weight-4 detection probability averag-
ing over all codes, where increasing the error injection angle ↵
increases detection probability. Each experiment is 10 cycles
with 2⇥ 104 total repetitions. Lines: power law fits for data
points at or below where the codes cross. Inset: Inverse error
suppression factor, 1/⇤, versus detection probability. Line:
fit to points with 1/⇤ < 1. c, Estimated error budget for the
surface code based on component errors and simulations. CZ:
CZ error, excluding leakage and stray interactions. CZ stray
int.: CZ error from unwanted interactions. Data idle: Data
qubit idle error during measurement and reset. Meas.: Mea-
surement and reset error. Leakage: Leakage during CZs and
due to heating. 1Q: Single-qubit gate error. d, Comparison
of logical performance with and without data qubit leakage
removal each cycle. Distance-3 points (red triangles) are aver-
aged over four quadrants. Each experiment is 105 repetitions.
Curves: exponential fits. e, Repeating experiments to assess
performance stability, comparing distance-3 and distance-5.
Each point represents a sweep of logical performance versus
experiment duration, up to 250 cycles.

characteristic threshold behavior in situ on a quantum
processor.

To quantify the impact of correlated errors along with
more typical gate errors, we form an error budget. Fol-
lowing the method outlined in Refs. [17, 38], we estimate
the relative contribution of di↵erent component errors to
1/⇤. We run simulations based on a detailed model of
our 72-qubit processor. The model includes local noise

Quantum error correction using surface code
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Quantum capacitance detector 

○ Charge noiseに著しく弱いqubit parameter (EC/EJ<1: 20年前のqubit) であえて作る 
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Opto-mechanics

potential with a small number of states in the left-hand well, the two
lowest being the qubit states jgæ and jeæ, separated from the right-
hand well by a barrier whose height changes with flux bias. When the
mechanical resonator is driven on resonance at higher excitation
powers, there is sufficient energy to excite the qubit over the barrier
and into the right-hand well, yielding a large value for Pe even when
the qubit energy-level spacing is not resonant with the resonator. This
effect is pronounced at higher positive flux bias, for which the left-
hand well is shallower, and generates the distinct horizontal line in
the right-hand panel of Fig. 3b. From this line, we obtain a precise
determination of the resonator frequency, fr5 6.175GHz. We note
further that the resonator frequency seen in this higher-power mea-
surement agrees with that revealed in the lower-powermeasurement,
as expected for a harmonic response.

These spectroscopic measurements are useful in probing the res-
onant modes of our circuit. However, although the qubit is a
quantum device, the measurement is essentially classical, revealing
little about the quantum behaviour of the mechanical resonator. We
therefore performed an additional experiment, using the qubit to
probe the energy state of the resonator when no microwave signal
was applied—essentially using the qubit as a quantum thermometer.
This allowed us to verify with high precision that the resonator is
actually in its ground state.

We initially prepared the qubit in its ground state, jgæ, with a
jgæ« jeæ transition frequency of 5.44GHz, which is well out of res-
onance with the resonator and effectively turns off the qubit–
resonator interaction. We then applied a flux-bias pulse to bring
the qubit to within D5 fq2 fr of the resonator frequency, and kept
the qubit at this frequency for 1 ms. After returning the qubit to its
original frequency, we measured the excited-state probability, Pe, as
shown in Fig. 4. The qubit remains in its ground state for all values of
D, with no detectable increase in Pe from its baseline value of 4%,

even at resonance (D5 0). In Fig. 4, we also display numerical pre-
dictions for the expected qubit Pe for a range of resonator phonon
occupations, Ænæ. The expected response has a peak near zero detun-
ing and exceeds the measured response by a substantial amount even
for small Ænæ. We obtain a very conservative upper limit for the
thermal occupation, Ænæmax, 0.07 (Supplementary Information).

As a check, we performed the same experiment but, just before
measuring the qubit, applied a microwave pulse to swap the popula-
tions of the qubit states jgæ and jeæ. After this swap, the probability Pe
is about 92%, independent of D, again demonstrating negligible
additional excitation of the qubit; a little additional excitation would
cause Pe to decrease near D5 0.

This null result demonstrates that the resonator phonon occu-
pation, Ænæ, is much less than one; that is, the resonator is with high
probability in its quantum ground state.

Quantum excitations

We next used our time-domain control of the qubit to create and
measure individual quantum excitations in the resonator, allowing
us then tomeasure the resonator’s single-excitation energy relaxation
time and phase coherence time. We first characterized the qubit’s
energy relaxation time, T1q, using the standard Rabi decay tech-
nique23, described in detail in Supplementary Information. From this
measurement, we find that T1q< 17 ns. This is significantly less than
the time for our typical qubits31, T1q< 500 ns, which we attribute
here to dielectric dissipation in the aluminium nitride and the device
substrate34.

Despite the relatively small T1q, the qubit coherence time was
sufficient for us to perform quantum operations on the resonator.
The coupling strength between the qubit and the resonator was fixed
atV5 2g/h< 124MHz, as discussed above. When the qubit and the
resonator are tuned on-resonance, energy will be exchanged
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Figure 2 | Coupled qubit–resonator. a, Optical micrograph of the
mechanical resonator coupled to the qubit (blemishes removed for clarity);
fabrication details are in Supplementary Information. b, Circuit
representation. The Josephson junction is represented by a cross, with
parallel loop inductance Lq and capacitance Cq, the latter including the
parallel combination of a 1-pF interdigitated shunting capacitor and the
junction capacitance (not shown). The resonator has C05 0.2 pF scaling
from the geometry and the AlN thickness of 300 nm, with coupling
capacitance Cc< 0.5 pF. The capacitor with Cx5 0.5 fF is used to couple
external microwave signals to the resonator. The junction is modulated by
magnetic flux applied through the flux-bias wire (FB), which controls the
qubit |gæ« |eæ transition frequency. Microwave excitation of the qubit is
also through FB. The shunting capacitor and the coupling capacitor Cc

include a number of crossover shorting straps to eliminate potential
electrical resonances. c, Qubit spectroscopy pulse sequence. The qubit (blue)
is tuned to within D5 fq2 fr of the resonator (red) and a 1-ms microwave
tone is applied to the qubit; the qubit state is then measured (Meas.) in a
single-shot manner using a flux-bias pulse, from which the excited-state
probability, Pe, is evaluated. d, Qubit spectroscopy, showing Pe as a function
of qubit frequency (expressed in terms of flux bias) and microwave
frequency. The qubit frequency behaves as expected, with a prominent
splitting as the qubit is tuned through the resonator frequency,
fr5 6.17GHz. a.u., arbitrary units. e, Enlarged view of the dashed box in
d. The horizontal dash–dot line shows the resonator frequency, fr, and the
dashed lines show the fit to the coupled mode frequencies, with fitted
coupling frequency V5 2g/h< 124MHz.
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structure and subsequently patterning the qubit. The fabrication pro-
cess involved 13 layers of lithography, including metal and dielectric
deposition and etching steps (Supplementary Information). In the last
step, the device was exposed to xenon difluoride gas to release the
mechanical resonator. A photomicrograph of a completed device is
shown in Fig. 2.

Our quantum electrical circuit is a Josephson phase qubit23,24,30

comprising a Josephson junction shunted in parallel by a capacitor
and an inductor. The qubit can be approximated as a two-level
quantum system with a ground state, jgæ, and an excited state, jeæ,
separated in energy from jgæ by DE, whose transition frequency,
fq5DE/h, can be set between 5 and 10GHz. The qubit frequency is
precisely controlled by a current bias, which is applied using an
externalmagnetic flux coupled through the parallel inductor. The state
of the qubit ismeasured using a single-shot procedure23; accumulating
,1,000 such measurements allows us to determine the excited-state
occupation probability, Pe (Supplementary Information). We have
previously used the phase qubit to perform one- and two-qubit gate
operations24, to measure and quantum-control photons in an electro-
magnetic resonator27,28 and to demonstrate the violation of a Bell
inequality31. Here the qubit and the mechanical resonator are coupled
through an interdigitated capacitor of capacitance Cc< 0.5 pF, to
maximize the coupling strength between thequbit and resonatorwhile
not overloading the qubit. The coupled system can be modelled using
the Jaynes–Cummings Hamiltonian32, allowing us to estimate the
coupling energy, g, between the mechanical resonator and the qubit.
This energy involves the coupling capacitance as well as the electrical
andmechanical properties of themechanical resonator, as described in
ref. 5; the corresponding coupling frequency is designed to beV5 2g/
h< 110MHz. The equivalent electrical circuit for the combined res-
onator and qubit is shown in Fig. 2b.

Quantum ground state

The completed device was mounted on the mixing chamber of a
dilution refrigerator and cooled to T< 25mK. At this temperature,
both the qubit and the resonator should occupy their quantum

ground states. To study the cooled device, we performed microwave
qubit spectroscopy23 to reveal the resonant frequencies of the com-
bined system, using the pulse sequence shown in Fig. 2c. We mea-
sured the excited-state probability, Pe, as a function of the qubit
frequency and the microwave excitation frequency, as shown in
Fig. 2d. The qubit frequency tunes as expected23,30 and displays the
characteristic level avoidance of a coupled system as its frequency
crosses the fixed mechanical resonator frequency, fr. Similar observa-
tions have been made using optomechanical systems33.

We note that themechanical resonator produces two features in the
classical transmission measurement shown in Fig. 1d, generating a
maximum (at fr) and a minimum (at fs) in the response. When
coupled andmeasuredusing the qubit as in Fig. 2, the lower-frequency
resonance, at fs, does not produce a response, as this resonance does
not correspond to a sustainable excitation of the complete circuit.
However, the higher-frequency feature, at fr, does sustain such excita-
tions and thus appears in the spectroscopic measurement.

To determine the coupling strength between the qubit and the
mechanical resonator, we fitted the detailed behaviour near the level
avoidance, as shown in Fig. 2e. The fitted qubit–resonator coupling
strength, V< 124MHz, corresponds to an energy transfer (Rabi-
swap) time of about 4.0 ns, and is in reasonable agreement with
our design value.

We then performed a second spectroscopy measurement, similar
to the qubit spectroscopy but coupling the microwaves to the mech-
anical resonator through the capacitor of capacitance Cx shown in
Fig. 2b, rather than to the qubit. In thismeasurement, shown in Fig. 3,
the mechanical resonator acts as a narrow band-pass filter, so signifi-
cant qubit excitation (large Pe) should only occur near the mech-
anical resonance frequency, fr, as observed. In general, the spectrum
looks very similar to that measured while exciting the qubit, provid-
ing strong support that the fixed resonance is indeed due to the
mechanical resonator.

For higher-power microwave excitations, a new feature emerges in
the resonator spectroscopy, as shown in Fig. 3b. The qubit, although
approximated as a two-level system, actually has a double-well

Al

Al
AlN

|S
21

|
Frequency (GHz)

60 μm

fr

fs

a b

c

d
0.025

0.020

0.015

0.010

0.005

5.4 5.6 5.8 6.0 6.2 6.4

Cx Cx

Ls

Z

Cm C0
Lm

Rm
R0

Z

1 2

Figure 1 | Dilatational resonator. a, Scanning electron micrograph of a
suspended film bulk acoustic resonator. Details on the fabrication of the
resonator appear in Supplementary Information. The mechanical structure
was released from the substrate by exposing the device to xenon difluoride,
which isotropically etches any exposed silicon; the suspended structure
comprises, from bottom to top, 150 nm SiO2, 130 nm Al, 330 nm AlN and
130 nm Al. The dashed box indicates the mechanically active part of
structure. b, Fundamental dilatational resonant mode for the mechanically
active part of the resonator. The thickness of the structure changes through
the oscillation cycle. c, Equivalent lumped-element circuit representation of
the mechanical resonator, based on a modified van Dyke–Butterworth
model26,38. This circuit includes a series-connected equivalent mechanical
inductance Lm and capacitance Cm and a parallel geometric capacitance C0,
with mechanical dissipation modelled as Rm and dielectric loss as R0.
d, Measured classical transmission, |S21 | (blue), and fit (red) of a typical
mechanical resonance. The transmission has two features: one, at the

frequency fs< 1/2p
ffiffiffiffiffiffiffiffiffiffiffiffi
LmCm

p
< 6.07GHz, due to the series resonance of the

equivalent mechanical components Lm and Cm, and one, at the slightly
higher frequency fr< 1/2p

ffiffiffiffiffiffiffiffiffiffiffi
LmCs

p
< 6.10GHz, due to Lm and the equivalent

capacitance, Cs, of the capacitors Cm and C0 in series. These expressions are
approximate, as they do not take into account the effect of the dissipative
elements and external circuit loading. Inset, equivalent circuit for the
resonator (Z, as shown in c) embedded in the measurement circuit,
including two on-chip external coupling capacitors with Cx5 37 fF and an
inductive element with Ls< 1 nH that accounts for stray on-chip wiring
inductance. Measurement is done using a calibrated network analyser that
measures the transmission from port 1 to port 2. We calculate C05 0.19 pF
scaling from the geometry, and from the fit we obtain Cm5 0.655 fF,
Lm5 1.043mH, Rm5 146V and R05 8V. These values are compatible with
the geometry and measured properties of AlN29. We calculate a mechanical
quality factor of Q< 260 and a piezoelectric coupling coefficient of
k2eff < 1.2% (ref. 38).
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      e.g. 低レートの粒子, コライダーで4πで囲う etc.


○ 熱が発生するもの   e.g. コライダーの前方検出器

where a is the fine structure constant and gg is a model-dependent constant of order 1 [14]. From the above equations
and the limits on fa, the axion coupling to electromagnetism can be inferred as extremely weak. The coupling to
hadronic matter is even weaker still [13]. Further, the lifetime of dark matter axions within the allowable mass range
is found to be vastly greater than the age of the universe (for ma = 1 µeV, t1/2 ⇡ 1054 s) [15].

Two theoretical models bound the axion-photon coupling constant linearly to the mass by defining gg . KSVZ (Kim-
Shifman-Vainshtein-Zakharov) [16, 17] provides the stronger coupling limit,

g
KSVZ
agg ⇡ 0.38

ma

GeV2 , (4)

and DFSZ (Dine-Fischler-Srednicki-Zhitnitskii) [18, 19] yields the weaker limit,

g
DFSZ
agg ⇡ 0.14

ma

GeV2 . (5)

AXION DARK MATTER DETECTORS

Because low-mass axions have extremely low decay rates and exceptionally weak interactions with hadronic matter
and electromagnetism, they were originally thought to be "invisible" to traditional observational technology [20].
However, Sikivie showed that the decay of dark matter axions is accelerated within a static magnetic field through the
inverse Primakoff effect [21, 22].

In a static external magnetic field, one photon is "replaced" by a virtual photon, while the other maintains the energy
of the axion, equal to the rest-mass energy (mac

2) plus the nonrelativistic kinetic energy. B in (2) is effectively changed
to the static magnetic field, Bo. Thus, as the magnetic field strength is increased, so does the decay rate of the axion.
Figure 1 shows the Feynman diagrams for the axion-photon interaction for the two scenarios.

Sikivie proposed an axion detection scheme, based on the Primakoff effect, which used a microwave cavity
permeated by a strong magnetic field to resonantly increase the number of photons produced by the decay [22, 23].
The axion-photon conversion is enhanced when the resonant frequency f ⇡ mac

2

h
, where h is Planck’s constant. There

is also a small correction due to the kinetic energy of the axion, but this is tiny ( DE

E
⇡ 10�6) for cold dark matter.

Observing the proper modes at the accurate frequency with significant sensitivity will lead to detection of the axion
decay signal. This experiment design is often referred to as a "Sikivie-type" detector.

From (2), the coupling strength of the axion to the resonant mode is shown to be proportional to
R

d
3
xBo ·Emnp(x),

where Emnp is the peak electric field of the mode. The power produced in the cavity is given by

Pmnp = g
2
agg

ra

ma

B
2
o
VCmnpQL, (6)

where ra is the local energy density of the axion field, V is the volume of the cavity, and QL is the loaded quality factor
of the cavity (assumed to be less than Q of the axion) [23]. The subscript on Pmnp indicates that the power produced is

 

FIGURE 1. Feynman diagram of axion decay into photons. Left) Conversion in vacuum. Right) Inverse Primakoff effect in a
static magnetic field (Bo).
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Axion: 逆プリマコフ変換

can be interpreted as graviton-photon mixing in a back-
ground magnetic field, known as the inverse-Gertsenshtein
effect [54–56]. We can also describe this effect in terms of a
classical effective current, which as we show below is
parametrically of size jeff ∼ ωghB0 when the cavity size is
of order Ldet ∼ 1=ωg. Because the graviton is described by a
spin-2 tensor field, the direction of this effective current is
nontrivially determined by the polarization of the GW.
As mentioned above, we make use of the PD frame

throughout this work. This frame utilizes so-called
Fermi-normal coordinates [51,57,58], which describe
GWs according to a freely falling inertial observer
(see footnote 3) and are written as an expansion in the
proper distance from the detector’s center of mass. The
lowest order terms in this expansion were derived in
Refs. [51,59–61] and to all orders in Refs. [62,63]. As
we illustrate below, the EM signals generated by GWs in
resonant cavities are most simply described using such
coordinates. Regardless, this computation is nontrivial
when the GW wavelength λg is comparable to the cavity
size Ldet, in which case the expansion parameter is
Ldet=λg ∼Oð1Þ and the series expansion cannot be approxi-
mated by the first few terms [64–68]. As far as we are
aware, a closed-form expression for the metric, including
terms to all orders in Ldet=λg, has not been presented
previously. In particular, we show below that resumming
the metric in the PD frame is possible for a monochromatic
GW of any wavelength traveling along a fixed direction.

A. Analogies with axion dark matter detection

Though it is not strictly necessary for the logic of the
paper, it is useful at this point tomake an analogywith axion-
photon conversion, since this will allow us to derive a quick
back-of-the-envelope estimate for the sensitivity of existing
axion experiments to GWs. Indeed, the similarity of the
phenomenology of axions and gravitons interacting with
EM fields has been noted since the seminal paper of Raffelt
and Stodolsky [69], and the effective current formalism [70]
is often used when studying axion dark matter signals in the
low-frequency (quasistatic) limit [71,72]. The Lagrangian
for an axion dark matter field a interacting with EM

fields is L ¼ − 1
4 gaγγaFμνF̃μν ¼ gaγγaE ·B, where gaγγ is

the dimensionful axion-photon coupling. TakingB ¼ B0 to
be a static external B-field, the Lagrangian now contains
the bilinear gaγγaE, which allows an axion field at frequency
ωa to convert to an E-field that oscillates at the same
frequency,with typicalmagnitude gaγγaB0. This is reflected
in the equations of motion for the axion and EM fields,
which can be written so that the time derivative of a
nonrelativistic axion background field sources an effective
current term jeff ⊃ gaγγ∂taB0 ≃ ωaθaB0 on the right-hand
side of Ampère’s law. Here, we defined the effective
dimensionless field θa ≡ gaγγa, which will allow for a
useful comparison to the GW case discussed above.
Since axion dark matter is described by a nonrelativistic
spin-0 field, the direction of the effective current is deter-
mined straightforwardly by the external field B0, indepen-
dent of the axion.1

A schematic illustration of this axion vs GW comparison
is shown in Fig. 1. The effective current formalism helps
elucidate the fact that the cavity modes that couple most
strongly to GWs will in general be different from those
excited by axions. Nonetheless, wewill show below that for
certain geometries, GWs do indeed have a nonzero cou-
pling to the TM010 cavity mode currently employed in, e.g.,
the ADMX and HAYSTAC axion detectors, meaning that
these experiments already have some sensitivity to GWs
in their resonant frequency ranges. Momentarily ignoring
very important differences in the spectral characteristics of
the axion dark matter and GW fields, we can derive a
conservative estimate for the sensitivity of axion dark
matter experiments to coherent high-frequency GWs by
comparing the respective forms of the effective currents. In
particular, identifying θa ∼ h and noting that ADMX is
currently sensitive to the QCD axion parameter space,

FIG. 1. A cartoon illustrating the differences between (left) GW-EM conversion and (right) axion-EM conversion in the presence of an
external magnetic field B0. The GWeffective current is proportional to ωghB0, with a direction dependent on the GW polarization and a
typical quadrupole pattern, yielding a signal field with amplitude hB0. The axion effective current is proportional to ωaθaB0, with a
direction parallel to the external field B0, yielding a signal field with amplitude θaB0. The differing geometry of the effective current
yields different selection rules for coupling the GW and axion to cavity modes.

1To be more precise, the dominant coupling in the effective
current for nonrelativistic axions only involves the time derivative
and not the gradient of the axion field; instead, for relativistic
axions [73], the wave vector partially determines the direction of
the effective current. However, since gravitons are massless, GWs
are always relativistic in this sense, which is an important
difference with the axion scenario.
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laboratory experiments for the detection of gigahertz-
frequency signals. A GW propagating through a static
background EM field sources a feeble EM field that
oscillates at the frequency of the GW. Resonant detectors
are well-suited to the detection of such oscillating fields
provided that the GW is coherent over many oscillation
cycles. In fact, similar signals arise from other new physics
sources, most notably in the case of ultralight axion dark
matter that couples to electromagnetism. Motivated by the
tremendous progress in small-scale technology targeting
dark matter detection, we focus on setups that are either
identical or similar to existing experiments (such as ADMX
[46], HAYSTAC [47], ORGAN [48], and CAPP [49]),
which feature a resonant conducting cavity of size Ldet ∼
OðcmÞ–OðmÞ immersed in a strong static magnetic field.
Since the resonant frequencies of conducting cavities are
comparable to their inverse geometric size, such setups are
naturally sensitive to GWs in the gigahertz regime. Our
results also apply to other electromagnetic resonators, such
as LC circuits [50].
From a more general perspective, a second goal of this

work is to provide a description of how GWs couple to
electromagnetism in a manner that is largely agnostic to the
particular experimental setup. In performing such calcu-
lations, great care must be taken to preserve gauge
invariance (equivalent to consistently incorporating the
signal within a particular choice of frame). In particular,
GW signals are often computed in the so-called transverse-
traceless (TT) gauge, since the spacetime metric is espe-
cially simple in this case. However, in this frame, the
background EM field and the cavity modes do not coincide
with those in flat space. This has not always been taken into
account in previous calculations, which has led several
studies to conclude that no EM signal is generated when the
background magnetic field is aligned with the GW’s
direction of propagation. As we show in this paper, this
statement is at odds with gauge invariance. Our treatment
illustrates that existing experiments targeting axions, such
as ADMX and HAYSTAC, already have sensitivity to high-
frequency GWs and need only to reanalyze existing data
with a different signal template.
For the detectors considered in this work, complications

arising from gauge artifacts are avoided by noting that the
laboratory defines a preferred frame, the so-called proper
detector (PD) frame [51–53]. For this reason, the majority
of our calculations adopt the PD frame. However, in order
to demonstrate gauge invariance, we also perform a simple
toy example calculation in both the TT and PD frames to
show that they yield identical results. More generally, the
use of the PD frame has typically been restricted to
situations where the GW wavelength λg is much larger
than the size of the detector Ldet [51,52], such that it
suffices to keep only the leading OðL2

det=λ
2
gÞ corrections to

the flat spacetime metric. Here, we further improve upon
such calculations by resumming the GW perturbation to the

metric to all orders in Ldet=λg, allowing for the use of the
PD frame even when the GW is on resonance with the
cavity, which occurs when Ldet=λg ∼Oð1Þ.
The rest of this paper is organized as follows. In Sec. II,

we provide a conceptual overview of the class of exper-
imental signals discussed here and derive the GW-EM
coupling in the form of an effective current. We also
demonstrate gauge invariance between the TT and PD
frames with a simple toy example consisting of a GW
impinging on a background magnetic field in empty space.
This lays the foundations for applying this formalism to a
more realistic setup consisting of a resonant cavity
immersed in a magnetic field, for which we motivate the
optimally coupled cavity modes in Sec. III. Following a
brief survey of possible GW sources in Sec. IV, in Sec. V
we discuss the overall sensitivity of setups identical or
similar to existing dark matter haloscopes and catalog the
GW-cavity coupling coefficient for various resonant
modes, GW propagation directions, and GW polarizations.
Finally, in Sec. VI we conclude and give an outlook on
future detection possibilities. Appendix A contains addi-
tional details about cavity mode functions and energy
densities.

II. GW ELECTRODYNAMICS IN THE PROPER
DETECTOR FRAME

In this section, we provide a detailed discussion of GW
electrodynamics, paying particular attention to the role of
gauge invariance. Before presenting the technical details,
we give a conceptual overview of the signal strength and
the process of graviton-photon conversion in the language
of classical fields. As we show in the following sections, we
find this formalism particularly convenient at the level of
identifying optimal cavity modes and quantifying the
dependence of the signal on the GW’s direction of
propagation. Our notation and conventions follow those
of Ref. [53].
The GW-EM coupling is encapsulated in the Einstein-

Maxwell action

S ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

4
gμαgνβFμνFαβ

#
; ð1Þ

where Fμν is the EM field strength. To isolate the effect
of a GW, we first linearize the metric as gμν ¼ ημνþ
hμν þOðh2Þ, where ημν ¼ diagð−1; 1; 1; 1Þ is the flat-space
metric, hμν is the dimensionless GW strain, and OðhnÞ
denotes a quantity order-n in strain hμν. In the presence of a
static external B-field B0, the action contains OðhÞ terms
schematically of the form ∼hB ·B0. This implies that a
GW of frequency ωg can generate an EM field of typical
magnitude hB0 at the same frequency. Inside an EM cavity,
this signal will ring up coherently if ωg matches the cavity’s
resonant frequency. At the level of single quanta, this effect
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where a is the fine structure constant and gg is a model-dependent constant of order 1 [14]. From the above equations
and the limits on fa, the axion coupling to electromagnetism can be inferred as extremely weak. The coupling to
hadronic matter is even weaker still [13]. Further, the lifetime of dark matter axions within the allowable mass range
is found to be vastly greater than the age of the universe (for ma = 1 µeV, t1/2 ⇡ 1054 s) [15].

Two theoretical models bound the axion-photon coupling constant linearly to the mass by defining gg . KSVZ (Kim-
Shifman-Vainshtein-Zakharov) [16, 17] provides the stronger coupling limit,

g
KSVZ
agg ⇡ 0.38

ma

GeV2 , (4)

and DFSZ (Dine-Fischler-Srednicki-Zhitnitskii) [18, 19] yields the weaker limit,

g
DFSZ
agg ⇡ 0.14

ma

GeV2 . (5)

AXION DARK MATTER DETECTORS

Because low-mass axions have extremely low decay rates and exceptionally weak interactions with hadronic matter
and electromagnetism, they were originally thought to be "invisible" to traditional observational technology [20].
However, Sikivie showed that the decay of dark matter axions is accelerated within a static magnetic field through the
inverse Primakoff effect [21, 22].

In a static external magnetic field, one photon is "replaced" by a virtual photon, while the other maintains the energy
of the axion, equal to the rest-mass energy (mac

2) plus the nonrelativistic kinetic energy. B in (2) is effectively changed
to the static magnetic field, Bo. Thus, as the magnetic field strength is increased, so does the decay rate of the axion.
Figure 1 shows the Feynman diagrams for the axion-photon interaction for the two scenarios.

Sikivie proposed an axion detection scheme, based on the Primakoff effect, which used a microwave cavity
permeated by a strong magnetic field to resonantly increase the number of photons produced by the decay [22, 23].
The axion-photon conversion is enhanced when the resonant frequency f ⇡ mac

2

h
, where h is Planck’s constant. There

is also a small correction due to the kinetic energy of the axion, but this is tiny ( DE

E
⇡ 10�6) for cold dark matter.

Observing the proper modes at the accurate frequency with significant sensitivity will lead to detection of the axion
decay signal. This experiment design is often referred to as a "Sikivie-type" detector.

From (2), the coupling strength of the axion to the resonant mode is shown to be proportional to
R

d
3
xBo ·Emnp(x),

where Emnp is the peak electric field of the mode. The power produced in the cavity is given by

Pmnp = g
2
agg

ra

ma

B
2
o
VCmnpQL, (6)

where ra is the local energy density of the axion field, V is the volume of the cavity, and QL is the loaded quality factor
of the cavity (assumed to be less than Q of the axion) [23]. The subscript on Pmnp indicates that the power produced is

 

FIGURE 1. Feynman diagram of axion decay into photons. Left) Conversion in vacuum. Right) Inverse Primakoff effect in a
static magnetic field (Bo).
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時間分解能もあるのでtransientなものでもOK

can be interpreted as graviton-photon mixing in a back-
ground magnetic field, known as the inverse-Gertsenshtein
effect [54–56]. We can also describe this effect in terms of a
classical effective current, which as we show below is
parametrically of size jeff ∼ ωghB0 when the cavity size is
of order Ldet ∼ 1=ωg. Because the graviton is described by a
spin-2 tensor field, the direction of this effective current is
nontrivially determined by the polarization of the GW.
As mentioned above, we make use of the PD frame

throughout this work. This frame utilizes so-called
Fermi-normal coordinates [51,57,58], which describe
GWs according to a freely falling inertial observer
(see footnote 3) and are written as an expansion in the
proper distance from the detector’s center of mass. The
lowest order terms in this expansion were derived in
Refs. [51,59–61] and to all orders in Refs. [62,63]. As
we illustrate below, the EM signals generated by GWs in
resonant cavities are most simply described using such
coordinates. Regardless, this computation is nontrivial
when the GW wavelength λg is comparable to the cavity
size Ldet, in which case the expansion parameter is
Ldet=λg ∼Oð1Þ and the series expansion cannot be approxi-
mated by the first few terms [64–68]. As far as we are
aware, a closed-form expression for the metric, including
terms to all orders in Ldet=λg, has not been presented
previously. In particular, we show below that resumming
the metric in the PD frame is possible for a monochromatic
GW of any wavelength traveling along a fixed direction.

A. Analogies with axion dark matter detection

Though it is not strictly necessary for the logic of the
paper, it is useful at this point tomake an analogywith axion-
photon conversion, since this will allow us to derive a quick
back-of-the-envelope estimate for the sensitivity of existing
axion experiments to GWs. Indeed, the similarity of the
phenomenology of axions and gravitons interacting with
EM fields has been noted since the seminal paper of Raffelt
and Stodolsky [69], and the effective current formalism [70]
is often used when studying axion dark matter signals in the
low-frequency (quasistatic) limit [71,72]. The Lagrangian
for an axion dark matter field a interacting with EM

fields is L ¼ − 1
4 gaγγaFμνF̃μν ¼ gaγγaE ·B, where gaγγ is

the dimensionful axion-photon coupling. TakingB ¼ B0 to
be a static external B-field, the Lagrangian now contains
the bilinear gaγγaE, which allows an axion field at frequency
ωa to convert to an E-field that oscillates at the same
frequency,with typicalmagnitude gaγγaB0. This is reflected
in the equations of motion for the axion and EM fields,
which can be written so that the time derivative of a
nonrelativistic axion background field sources an effective
current term jeff ⊃ gaγγ∂taB0 ≃ ωaθaB0 on the right-hand
side of Ampère’s law. Here, we defined the effective
dimensionless field θa ≡ gaγγa, which will allow for a
useful comparison to the GW case discussed above.
Since axion dark matter is described by a nonrelativistic
spin-0 field, the direction of the effective current is deter-
mined straightforwardly by the external field B0, indepen-
dent of the axion.1

A schematic illustration of this axion vs GW comparison
is shown in Fig. 1. The effective current formalism helps
elucidate the fact that the cavity modes that couple most
strongly to GWs will in general be different from those
excited by axions. Nonetheless, wewill show below that for
certain geometries, GWs do indeed have a nonzero cou-
pling to the TM010 cavity mode currently employed in, e.g.,
the ADMX and HAYSTAC axion detectors, meaning that
these experiments already have some sensitivity to GWs
in their resonant frequency ranges. Momentarily ignoring
very important differences in the spectral characteristics of
the axion dark matter and GW fields, we can derive a
conservative estimate for the sensitivity of axion dark
matter experiments to coherent high-frequency GWs by
comparing the respective forms of the effective currents. In
particular, identifying θa ∼ h and noting that ADMX is
currently sensitive to the QCD axion parameter space,

FIG. 1. A cartoon illustrating the differences between (left) GW-EM conversion and (right) axion-EM conversion in the presence of an
external magnetic field B0. The GWeffective current is proportional to ωghB0, with a direction dependent on the GW polarization and a
typical quadrupole pattern, yielding a signal field with amplitude hB0. The axion effective current is proportional to ωaθaB0, with a
direction parallel to the external field B0, yielding a signal field with amplitude θaB0. The differing geometry of the effective current
yields different selection rules for coupling the GW and axion to cavity modes.

1To be more precise, the dominant coupling in the effective
current for nonrelativistic axions only involves the time derivative
and not the gradient of the axion field; instead, for relativistic
axions [73], the wave vector partially determines the direction of
the effective current. However, since gravitons are massless, GWs
are always relativistic in this sense, which is an important
difference with the axion scenario.
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laboratory experiments for the detection of gigahertz-
frequency signals. A GW propagating through a static
background EM field sources a feeble EM field that
oscillates at the frequency of the GW. Resonant detectors
are well-suited to the detection of such oscillating fields
provided that the GW is coherent over many oscillation
cycles. In fact, similar signals arise from other new physics
sources, most notably in the case of ultralight axion dark
matter that couples to electromagnetism. Motivated by the
tremendous progress in small-scale technology targeting
dark matter detection, we focus on setups that are either
identical or similar to existing experiments (such as ADMX
[46], HAYSTAC [47], ORGAN [48], and CAPP [49]),
which feature a resonant conducting cavity of size Ldet ∼
OðcmÞ–OðmÞ immersed in a strong static magnetic field.
Since the resonant frequencies of conducting cavities are
comparable to their inverse geometric size, such setups are
naturally sensitive to GWs in the gigahertz regime. Our
results also apply to other electromagnetic resonators, such
as LC circuits [50].
From a more general perspective, a second goal of this

work is to provide a description of how GWs couple to
electromagnetism in a manner that is largely agnostic to the
particular experimental setup. In performing such calcu-
lations, great care must be taken to preserve gauge
invariance (equivalent to consistently incorporating the
signal within a particular choice of frame). In particular,
GW signals are often computed in the so-called transverse-
traceless (TT) gauge, since the spacetime metric is espe-
cially simple in this case. However, in this frame, the
background EM field and the cavity modes do not coincide
with those in flat space. This has not always been taken into
account in previous calculations, which has led several
studies to conclude that no EM signal is generated when the
background magnetic field is aligned with the GW’s
direction of propagation. As we show in this paper, this
statement is at odds with gauge invariance. Our treatment
illustrates that existing experiments targeting axions, such
as ADMX and HAYSTAC, already have sensitivity to high-
frequency GWs and need only to reanalyze existing data
with a different signal template.
For the detectors considered in this work, complications

arising from gauge artifacts are avoided by noting that the
laboratory defines a preferred frame, the so-called proper
detector (PD) frame [51–53]. For this reason, the majority
of our calculations adopt the PD frame. However, in order
to demonstrate gauge invariance, we also perform a simple
toy example calculation in both the TT and PD frames to
show that they yield identical results. More generally, the
use of the PD frame has typically been restricted to
situations where the GW wavelength λg is much larger
than the size of the detector Ldet [51,52], such that it
suffices to keep only the leading OðL2

det=λ
2
gÞ corrections to

the flat spacetime metric. Here, we further improve upon
such calculations by resumming the GW perturbation to the

metric to all orders in Ldet=λg, allowing for the use of the
PD frame even when the GW is on resonance with the
cavity, which occurs when Ldet=λg ∼Oð1Þ.
The rest of this paper is organized as follows. In Sec. II,

we provide a conceptual overview of the class of exper-
imental signals discussed here and derive the GW-EM
coupling in the form of an effective current. We also
demonstrate gauge invariance between the TT and PD
frames with a simple toy example consisting of a GW
impinging on a background magnetic field in empty space.
This lays the foundations for applying this formalism to a
more realistic setup consisting of a resonant cavity
immersed in a magnetic field, for which we motivate the
optimally coupled cavity modes in Sec. III. Following a
brief survey of possible GW sources in Sec. IV, in Sec. V
we discuss the overall sensitivity of setups identical or
similar to existing dark matter haloscopes and catalog the
GW-cavity coupling coefficient for various resonant
modes, GW propagation directions, and GW polarizations.
Finally, in Sec. VI we conclude and give an outlook on
future detection possibilities. Appendix A contains addi-
tional details about cavity mode functions and energy
densities.

II. GW ELECTRODYNAMICS IN THE PROPER
DETECTOR FRAME

In this section, we provide a detailed discussion of GW
electrodynamics, paying particular attention to the role of
gauge invariance. Before presenting the technical details,
we give a conceptual overview of the signal strength and
the process of graviton-photon conversion in the language
of classical fields. As we show in the following sections, we
find this formalism particularly convenient at the level of
identifying optimal cavity modes and quantifying the
dependence of the signal on the GW’s direction of
propagation. Our notation and conventions follow those
of Ref. [53].
The GW-EM coupling is encapsulated in the Einstein-

Maxwell action

S ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

4
gμαgνβFμνFαβ

#
; ð1Þ

where Fμν is the EM field strength. To isolate the effect
of a GW, we first linearize the metric as gμν ¼ ημνþ
hμν þOðh2Þ, where ημν ¼ diagð−1; 1; 1; 1Þ is the flat-space
metric, hμν is the dimensionless GW strain, and OðhnÞ
denotes a quantity order-n in strain hμν. In the presence of a
static external B-field B0, the action contains OðhÞ terms
schematically of the form ∼hB ·B0. This implies that a
GW of frequency ωg can generate an EM field of typical
magnitude hB0 at the same frequency. Inside an EM cavity,
this signal will ring up coherently if ωg matches the cavity’s
resonant frequency. At the level of single quanta, this effect
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1. 既存のhaloscope実験の改善


2. 新しい量子ビットベースの実験を始める (今日はこっちだけ)

Dark photon・Axion DM探索への応用

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.105.116011
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FIG. 1. Contours of constant p∗ ≡ pge(τ) on mX vs. ϵ
plane (10−1, 10−3, 10−5, and 10−7, from the top). Param-
eters of C = 0.1 pF, d = 100 µm, Q = 106, κ = 1 and
ρDM = 0.45 GeV/cm3 are assumed. The gray-shaded region
is excluded by the cosmological and astrophysical constraints
[51] (dark gray) and the existing hidden-photon search ex-
periments [6–10, 12–32] (light gray) based on the summary
in Ref. [52]. The blue-shaded regions indicate the sensitiv-
ity with the 1-year scan over the frequency range for nq = 1
(dark blue) and 100 (light blue) (more details in the main
text) assuming the thermal noise of T = 1 mK. The dashed
lines show the sensitivity with T = 30 mK with the top (bot-
tom) line corresponding to nq = 1 (100) respectively. A flat
readout error of 0.1 % is assumed.

While the depth of the sensitivity is generally
weaker than the haloscope experiments using the cavity-
resonance, the proposed method is advantageous for the
easier frequency tunability. This is important feature
for a fast “shallow search” targeting ϵ ∼ 10−13 − 10−12,
which is motivated by the fact that most of the cosmo-
logically allowed frequencies have not yet been probed
by direct search experiments. The proposed method
also has no less sensitivity compared with the other
wide-band searches using horn antennas [14] or proposals
utilizing the condensed-matter excitations (e.g., electric
excitations [53–57], phonon [58, 59], magnon [60], and
condensed-matter axion [61–63]).

There are a few considerations left for future studies
that can further extend the sensitivity. (1) Qubit de-
sign optimization maximizing the electric dipole moment,
where more aggressive transmon parameters and complex
circuit design can be sought. (2) Extend the frequency
range beyond that typically explored by superconduct-
ing qubit experiments. 0.2–20 GHz can be achieved with
more dedicated RF setups. (3) The κ enhancement by
the cavity resonance discussed in Appendix can be fur-
ther investigated, particularly in the context of being in-
corporated into the haloscope experiments. The setup
would be similar to the experiment performed by A. Dixit
et al. [10] however our scheme has significant potential
to provide complementary and unique sensitivity at the

high-frequency regime thanks to the insensitivity of the
qubit excitation rate on the cavity volume.
The search scheme can be also directly benefited from

the exponential advancement of the large-scale NISQ
computers led by, e.g., IBM [64] or Google [47]. Since
the requirements and the experimental setup are almost
identical, the improved qubit multiplicity and coherence
in the NISQ machines will scale the typical sensitivity
of this experiment as well. Technically, it might be even
possible to perform the experiment within the existing
NISQ machines in a parasitic manner by executing the
circuits consisting only of readout.
Finally, we point out that the physics cases of the

search can be widely extended beyond the hidden photon
DM, such as the axion DM or other non-DM transient
energy density such as dark radiation.

Acknowledgments: We thank to Atsushi Noguchi and
Shotaro Shirai for discussing and providing the key feed-
back on the experimental setup and the possible dark
count contributions. TM was supported by JSPS KAK-
ENHI Grant Numbers 18K03608 and 22H01215.

Appendix: In this Appendix, we discuss the effects of
cavity-like metallic package surrounding the qubit.
The effect of the qubit packaging on the electric field

requires careful consideration. As it is often a metal-
lic container electrically covering the qubit chip, it effec-
tively becomes a microwave cavity. The effective electric
field E⃗(eff) projected onto the cavity wall would vanish
at the cavity wall, since the secondary field (E⃗(EM)) is
provoked by the electrons in the metal reacting to the
DM-included field E⃗(X). Importantly, however, since the
phases of E⃗(EM) and E⃗(X) have different spatial evolu-
tion, the field cancellation becomes imperfect off the wall.
While E⃗(X) can be regarded as spatially homogeneous
since the interaction of hidden photon is extremely weak
and the effects of the cavity on the dynamics of hidden
photon can be safely ignored, E⃗(EM) is dependent on the
position x⃗ = (x, y, z). The field configuration of E⃗(EM)

inside the cavity is obtained by solving !E⃗(EM) = 0 and
∇⃗E⃗(EM) = 0 simultaneously, with the boundary condi-

tion at the cavity wall, [E⃗(EM)
∥ + E⃗(X)

∥ ]wall = 0, where the

subscript “∥” indicates vectors projected onto the cavity
wall.
Consider, e.g., a case where a transmon is placed inside

a cylinder-shaped cavity with its conductor plate perpen-
dicular to the cylinder axis (defined as z-axis). As only
the z-component of the fields are relevant, we find

E(EM)
z (x⃗) = − J0(mXr)

J0(mXR)
E(X)

z , (A.1)

where r ≡
√
x2 + y2 is the radial distance from the cylin-

der axis, R is the radius of the cylinder, and J0 is the
Bessel function of the first kind. Note that mX is as-
sumed not equal to any of the cavity mode frequencies
here, which ensures J0(mXR) ̸= 0. Then, for the qubit
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   ✔︎ 光子とより強結合な量子ビット使える
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各bitで貯めた位相の発展を1bitに押し付ける

   → 励起確率の和ではなく位相の足し算

29
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が非

常に
大き
い。
すな
わち
もは
やこ
の領
域で
の固
有状
態は
数状
態で
はう
まく
書け
ない
もの
に

なる
のだ
が、
あえ
てC

oo
p
er
対の
個数
でい
うな
らば

1
個増
えよ
うが
そこ
から
さら
にも
う

1
個増
えよ
うが
、数
状態
の分
布が
少し
シフ
トす
るだ
けで
遷移
エネ
ルギ
ーに
おけ
る違
いが

ほと
んど
ない
よう
な状
況に
なる
、す
なわ
ち非
線形
性が
小さ
くな
るの
であ
る。
今回
考え
た

よう
な超
伝導
回路
で大
きな

E
J
/E

C
を持
つも
のを
トラ
ンズ
モン
（tr

an
sm

on
）と
呼ぶ
。逆

にE
J
/E

C
が小

さく
なる

と非
線形

性が
大き

くな
るが

、こ
うい

った
超伝

導回
路を

C
oo

p
er

p
ai
r
b
ox
と呼

ぶ。
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.2
.3

共振
器と

トラ
ンズ

モン
の結

合
最後
に、
超伝
導量
子ビ
ット
と共
振器
が図
のよ
うに
キャ
パシ
タを
介し
て接
続さ
れて
いる

よう
な回
路を
考え
よう
。電
圧、
キャ
パシ
タの
電荷
、磁
束そ
の他
のパ
ラメ
ータ
は図
中に
示

して
ある
ので
そち
らを
参照
して
ほし
い。
結合
キャ
パシ
タ（

co
u
p
li
n
g
ca
p
ac
it
or
）C

c
の扱

いが
肝だ
が、
キャ
パシ
タン
スが

C
q
、 C

r
に比
べ小
さい
とし
、超
伝導
量子
ビッ
ト、
共振
器、

結合
キャ

パシ
タの

エネ
ルギ

ーを
足し

上げ
たも

のと
して

H
am

il
to
n
ia
n
を求

めて
みる

こと
にす
る。
結合
キャ
パシ
タに
かか
る電
圧は

V
c
=

V
r
−
V
q
=

Q
r
/C

r
−
Q

q
/C

q
であ
り、
これ

2

FIG.1.Ultra-coherentmultiplesuperconductingtransmonqubitdevicebasedonNbelectrodes.(a)False-
coloredopticalmicrographofasuperconductingdevice,consistingoffourtransmonqubits(yellow,Q0–Q3)withindividual
readoutresonators(green)coupledtoasharedPurcellfilter(red).(b)False-coloredscanningelectronmicroscopeimagesofan
Al/AlOx/AlJosephsonjunction(blue)shuntedbyaNbcapacitor(yellow)onasiliconsubstrate(gray).(c)Equivalentcircuit
ofthedevice.(d)Simplifiedcryogenicwiring.(e),(f)TimetracesoftheexcitationprobabilityofqubitQ0,showingthebest
relaxationtimesandtheRamseyandHahn-echodephasingtimes.(g)Long-termstabilityoftherelaxationtimesofthefour
qubits.Themiddlepanelshowsthemagnifiedplotforthegrayregionoftheleftpanel,wherethedotsaretheresultsobtained
fromtheindividualtimetraces,whilethesolidlinesaretheirsmootheddatawitha5-hourtimewindow.Therightpanel
showstheheight-wisenormalizedhistograms.

gestfuturestrategiesforfault-tolerantsuperconducting
quantumcomputing,includingthedevelopmentofacous-
ticallyshieldedsuperconductingdevices[41],mechanical
shock-resilientsamplepackaging[42,43],andavibration-
freedilutionrefrigerator[44–46].

II.RESULTS

A.Ultra-coherenttransmonqubits

Wedevelopultra-coherentsuperconductingtransmon
qubits,formedbyasingleAl/AlOx/AlJosephsonjunc-
tionshuntedbyaNbcapacitor,fabricatedonahigh-
resistivitysiliconsubstrate.Figures1(a)and(c)show
anopticalmicrographofafabricatedmultiplesupercon-
ductingqubitdeviceanditsequivalentcircuitmodel,
respectively,includingfourfrequency-fixedtransmon
qubitswithresonancefrequenciesrangingfrom4.8GHz
to6.2GHzandanharmonicitiesof0.26GHzonaver-
age.Asthemetal-substrateinterfaceoftheAlfilmfab-
ricatedbyalift-o↵processcannotbeascleanasthat
oftheNbfilmdirectlysputteredonthesiliconsubstrate,
weminimizetheareaoftheAlelectrodesandbandage
patches[47]toreducetheenergyparticipationratioin
theinterface[seeFig.1(b)].Torealizemultiplexeddis-
persivereadout,allthequbitsareindividuallycoupledto
�/4readoutresonatorswithdi↵erentresonancefrequen-
ciesaround7GHz,sharinga�/2Purcellfilter[48].The

filterisconnectedtoafeedline,alongwhichfrequency-
multiplexedcontrolandreadoutsignalsaresent.Thefil-
terisdesignedtohavea7-GHzresonancefrequencyand
a300-MHzbandwidth,suppressingthequbitradiative
decayratestoalevelofO(10Hz).Thestate-dependent
dispersiveshiftsandthereadoutresonatorbandwidths
aredesignedtobeO(1MHz).Notethatthedi↵erentdis-
persiveshiftsofthereadoutresonatorsforthefirstand
secondexcitedstatesenableustodistinguishthereadout
signalscorrespondingtothefirstthreestates(G,E,and
F)inasingleshot.SeeTableIinAppendixAforthe
fullcharacterizationofthesystemparameters.

AsschematicallyshowninFig.1(d),thefabricatedde-
viceismountedatthemixingchamberstage(⇠10mK)
ofadrydilutionrefrigerator,enclosedinamultilayer
shielding:copperradiationshieldsandmagneticshields
ofaluminumandcryoperm.Thetransmonqubitsare
characterizedusinganearlyquantum-limitedbroadband
Josephsontravelingwaveparametricamplifier[49],al-
lowingustoperformthesimultaneoussingle-shotread-
outofthequbitsbyfrequency-multiplexing[5].The
readouterrorprobabilitiesfortheGandEstatesare
characterizedtobe<0.001and<0.03,whicharelim-
itedbyseparationerrorsandreadout-inducedstate-flip
errors[61],respectively(seeAppendixE2).Tosuppress
thermalandbackwardamplifiernoises,theinputand
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Standard Fabrication Process
1. physical design 2. Substrate 3. Thin film 4. Photolithography

cleaning

Nb

Ta

laserPrint  
structure 
except JJ 

5. Etching 6. EB lithography 7. Shadow evaporation 8. Lift-off

Silicon/Sapphire

Ar+ CF+

Study for the dark matter search using excitation of 

superconducting qubits

Karin Watanabe (The University of Tokyo / ICEPP)

Summary
•

Dark photon convert into a coherent E-field, whose freq. 

corresponds to the mass of dark photon.

•
This E-field excites a transmon, only when the E-field freq. is 

the same as the excitation freq. of the transmon. 

Introduction

Method and Sensitivity  

Fabrication 

Readout test 

×	#(10 !)

Initialize ~ 20ns(	 = 	#(100	µs)

Readout ~1μs

Excitation with ,"#(%)

Dark photon
Superconducting qubit: transmon

Dark photon mass-eigenstate

Photon

Dark photon interaction-eigenstate
Kinetic mixing parameter

- '=	 .- '	− 	ϵ1 '

Make transmons by our selves
based on [1]
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Repetitive counting experiment

Transmon

Al Cavity

→One to one correspondence btw. the dark photon mass &

    the transmon excitation freq. with anomalous excitation rate  

Outlook
•

Extend transmon lifetime: 2( 	→ ~100	56

•
know true transmon temp. & improve cooling arrangements 

•
Actually do this search,  ex. 1-year mass scan 

•
Apply this method to axion search

For measurement preparation, 

•
Make transmons by ourselves: 2( ~556

•
Readout test: error rate ~	15% in |0> as |1> 

Main idea is, 

•
Good DM candidate

convert into E-field UNDER B-field

•
Light mass	 ~	# meV

•
Electromagnetic interaction

behave like a coherent wave 

Metal cavity

DarkPhoton

~ GHz

E-field

Transmon
|0>

|1> 

Main idea
•

Excited by coherent E-field

•
Nonlinear LC circuit

CapacitorJosephson

Junction Convert into coherent E-field

freq. corresponding to DM mass

•
Josephson Juncion work as

nonlinear inductance@ temp. < 1.2 K

Freq. of DM-converted E-field

=Excitation freq. of transmon

⇒Transmon excite

Dark count

!

"

Thermal excitation ~	0.1% [*]	 & Readout error ~0.1% [,]

•
Find excitation freq. with 

anomalous excitation rate

•
SQUID enables tuning of 

the excitation freq.

#!" ≅ 0.12	 ×	 + #,-. #/
010 $%% #

1&'1	GHz
5100	µs #

80.1	pF
;100	µm #

=()
0.45	GeV/cm *

!!" : excitation freq. of transmon

": lifetime of transmon

Expected exploration area

Dark gray: excluded by the cosmological 

and astrophysical constraints

Light gray: excluded by the previous 

experiments
1 transmon @ 1 mK

100 transmon @ 1 mK

Detection Criterion

>-./ > max	(3, 5
>0123 )0.1% - 10% excitation 

in the unexplored region

Substrate: Sp, Si

400 µm

250 µm

×	480

Capacitance pad: Nb, Al

20 µm

Line width:

350 nm

7 cm

Josephson 

Junction

Sp

Nb

Plasm Nb

150 nm

Sp

Nb

Resist

1.2 μm

Laser

Resist

Sp

NbSp

Nb

Resist

500nm

500nm

Resist

F $beam

Sp

Nb

Sp

Nb Al

Capacitance 
pad

Josephson 

Junction

Error source

=Gsin 2If+,-. K + Mcos 2If+,-. K

Osin 2If+,-.

→Osin 2If+,-. K	 + P

4

2
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I

Q
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•
Single shot readout test 

•
Error rate

|0>|1>

•
Judged |0> or |1>

    by phase change of    

    readout pulse 

•
Transmon lifetime, in |1> as |0> 

•
Residual thermal excitation, in |0> as |1> 

•
Excited transmon may de-excite before readout

2( 	~	5	56

|1> as |0>: ~ 20%

|0> as |1>: ~ 15%
値要修正

•
Transmon & cavity was in fridge

•
Temp. of transmon & cavity >> temp. of fridge ~ 10 mK ?

•
Thermal excitation: 0.1% <30mK, 15% @120 mK  

•
Noise of readout pulse

値要修正

[2]

[1]

値要修正

e −

Print  
JJ structure 

MMA

CSAR

1
2

θ

ϕ(a) (b)

Silicon/Sapphire
]

Si/Sp

新田さんスライドより引用

超伝導量子ビットの作り方
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基板           FZシリコンウエハ (110表面) + HF処理 (水素終端) 

レジスト     上層: ZEP520A (500nm, 現像: ZED-N50 1min) 
                 下層: PMGI-SF6 (500nm, 現像: NMD-W 14-20sec)   

フォトリソ   Heidelberg DWL66+ @東大武田CR 

エッチング   Samco 10NR CF4 process @東大武田CR 

電子線リソ   ADVANTEST F7000-VD02 @東大武田CR 

斜め蒸着      Plassys MEB550S @OIST  電子線蒸着 
                  Al: 45/70nm (上層/下層)    酸素導入: 0.3Torr 10min 

リフトオフ   NMP 80℃

ICEPPでの製作例

Plassys MEB550S @OISTウエハHF処理 蒸着終了直後のサンプル

33

https://www.zeon.co.jp/business/enterprise/electronic/imagelec/
http://apps.mnc.umn.edu/archive/ebpgwiki/BilayerProcess.html


ICEPPでの製作例

27

Before cryogenic test…

9. Microscope 10. Resistance 11. Dicing 12. Packaging

EJ ∼ ℏπΔsc

4e2R

2D 3DSEMOptical

Kyoto ATLAS meeting Yuya Mino 5

T1 寿命測定
❖ 量子ビットの共振周波数のマイクロ波を打ち込んで、ある一定時間放置 
‣ 同じ放置時間に対して何回も量子ビットの状態を見ることで励起状態の割合を測定

励
起
状
態
の
割
合

[a
.u

.]

ICEPP 作成の 2D resonator
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௔ఽ಍ح৾ڠ͹Φϋϩάʖଝࣨݱ
̏ɿTLS (Two-level systemʥ
• ڧఁԻ؂ۅ
• ࣎͏͵ঙ͗ࢢ஦͹ޭح৾ڠ
• ༢ుରخ൚Ώۜ଒͹੔ຜ඾࣯ɼ
ֆ໚͵ʹͶ͚کғଚ

C. Müller, et al., Rep. Prog. Phys. 82 124501 (2019) 
̐ɿ६ཽࢢ (Quasi particleʥ
• ௔ఽ಍ର͹੓࣯ʤΦϋϩάʖάϡρϕʥͳ͹ؖܐ
• ೦Ώstray IR field͵ʹͶΓΖྯً
• Ϝ΢έϫഀϏϭʖΝ͚ک೘Η͙ͤͪ৖߻
3ɿࣕـӖ
• vortex͗௔ఽ಍ରͶφϧρϕ
4ɿ๎ࣻଝ
• ࣙ༟ؔۯͶుࣕ৖͗๎ࣻ͠ΗΖ
• बഀ਼ɼγϱϕϩυδ΢ϱɼϏρίʖζͶғଚ
̓ɿParasitic modes
• ఁ͏Q஍͹Ϡʖχͳ݃͢߻ͱً͞Ζଝࣨ
• Slotline modes, box modes, chip modes͵ʹ
• ߶͏बഀ਼Άʹ෈གྷ͵Ϡʖχ͗ਫ਼੔͠ΗΏͤ͏

C. R. H. McRae et al., Rev. Sci. Instrum. 91, 091101 (2020)

アモルファスの電子ポケットによるTLS

jwi ¼ a j0iþ b j1i ¼ cos
h
2
j0iþ ei/ sin

h
2
j1i: (36)

The Bloch vector is stationary on the Bloch sphere in the “rotating
frame picture.” If state j1i has a higher energy than state j0i (as it gen-
erally does in superconducting qubits), then in a stationary frame, the
Bloch vector would precess around the z-axis at the qubit frequency
ðE1 $ E0Þ=!h. Without loss of generality (and much easier to visualize),
we instead “choose” to view the Bloch sphere in a reference frame
where the x and y-axes also rotate around the z-axis at the qubit fre-
quency. In this “rotating frame,” the Bloch vector appears stationary
as written in Eq. (36). The rotating frame will be described in detail in
Sec. IVD1 in the context of single-qubit gates.

For completeness, we note that the density matrix q ¼ jwihwj
for a pure state jwi is equivalently

q ¼ 1
2
ðI þ~a &~rÞ ¼ 1

2
1þ cos h e$i/ sin h
ei/ sin h 1þ sin h

! "
(37)

¼
cos2

h
2

e$i/ cos
h
2
sin

h
2

ei/ cos
h
2
sin

h
2

sin2
h
2

0

BB@

1

CCA (38)

¼ jaj2 ab'

a'b jbj2

 !

(39)

where I is the identity matrix, and~r ¼ ½rx;ry; rz) is a vector of Pauli
matrices. If the Bloch vector ~a is a unit vector, then q represents a
pure state w and Tr(q2) ¼ 1. More generally, the Bloch sphere can be
used to represent “mixed states,” for which j~aj < 1; in this case, the
Bloch vector terminates at points “inside” the unit sphere, and
0 * Trðq2Þ < 1. To summarize, the surface of the unit sphere repre-
sents pure states, and its interior represents mixed states.6

2. Bloch-Redfield model of decoherence

Within the standard Bloch-Redfield109–111 picture of two-level
system dynamics, noise sources weakly coupled to the qubits have

short correlation times with respect to the system dynamics. In this
case, the relaxation processes are characterized by two rates (see Fig. 4),

longitudinal relaxation rate : C1 +
1
T1
; (40)

transverse relaxation rate : C2 +
1
T2
¼ C1

2
þ Cu; (41)

which contains the pure dephasing rate Cu. We note that the defini-
tion of C2 as a sum of rates presumes that the individual decay func-
tions are exponential, which occurs for Lorentzian noise spectra
(centered at x ¼ 0) such as white noise (short correlation times) with
a high-frequency cutoff.

The impact of noise on the qubit can be visualized on the Bloch
sphere in Fig. 4(a). For an initial state (t¼ 0)

jwi ¼ aj0iþ bj1i; (42)

the Bloch-Redfield density matrix qBR for the qubit is written
112,113

qBR ¼
1þ ðjaj2 $ 1Þe$C1t ab'eidxte$C2t

a'be$idxte$C2t jbj2e$C1t

 !
: (43)

There are a few important distinctions between Eqs. (43) and (39),
which we list here and then describe in more detail in Secs.
III B 2 a–III B 2 c.

• First, we have introduced the “longitudinal decay function”
exp ð$C1tÞ, which accounts for longitudinal relaxation of the qubit.

• Second, we introduced the “transverse decay function” exp ð$C2tÞ,
which accounts for transverse decay of the qubit.

• Third, we have introduced an explicit phase accrual exp ðidxtÞ,
where dx ¼ xq $ xd, which generalizes the Bloch sphere picture to
account for cases where the qubit frequency xq differs from the
rotating-frame frequency xd, as we will see later when discussing
measurements of T2 using Ramsey interferometry,114,115 and in Sec.
IVD 1, in the context of single-qubit gates.

• Fourth, we have constructed the matrix such that for t , ðT1; T2Þ,
the upper-left matrix element will approach a unit value, indicating

FIG. 4. Transverse and longitudinal noise represented on the Bloch sphere. (a) Bloch sphere representation of the quantum state jwi ¼ a j0iþ b j1i. The qubit quantization
axis—the z axis—is “longitudinal” in the qubit frame, corresponding to rz terms in the qubit Hamiltonian. The x-y plane is “transverse” in the qubit frame, corresponding to rx
and ry terms in the qubit Hamiltonian. (b) Longitudinal relaxation results from the energy exchange between the qubit and its environment, due to transverse noise that couples
to the qubit in the x–y plane and drives transitions j0i $ j1i. A qubit in-state j1i emits energy to the environment and relaxes to j0i with a rate C1# (blue arched arrow).
Similarly, a qubit in-state j0i absorbs energy from the environment, exciting it to j1i with a rate C1" (orange arched arrow). In the typical operating regime kBT - !hxq, the
up-rate is suppressed, leading to the overall decay rate C1 . C1#. (c) Pure dephasing in the transverse plane arises from longitudinal noise along the z axis that fluctuates
the qubit frequency. A Bloch vector along the x-axis will diffuse clockwise or counterclockwise around the equator due to the stochastic frequency fluctuations, depolarizing the
azimuthal phase with a rate C/. (d) Transverse relaxation results in a loss of coherence at a rate C2 ¼ C1=2þ C/, due to a combination of energy relaxation and pure
dephasing. Pure dephasing leads to decoherence of the quantum state 1=

ffiffiffi
2
p$ %
ðj0iþ j1iÞ, initially pointed along the x-axis. Additionally, the excited state component of the

superposition state may relax to the ground state, a phase-breaking process that loses the orientation of the vector in the x-y plane.

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 6, 021318 (2019); doi: 10.1063/1.5089550 6, 021318-11

Published under license by AIP Publishing

縦緩和 (T1): |e>→|g>脱励起    光子のロスとほぼ同義 

      自然放出、準粒子生成 (宇宙線?) 


      素材内のより散逸の激しい2準位系 (TLS) との結合


横緩和 (T2*): |e>と|g>の係数の相対位相がランダム化    


      エネルギー準位のブレと同義 

      Charge/fluxノイズ, cavity内の残留光子, 準粒子生成など

コヒーレンス時間 (量子ビットの寿命)

jwi ¼ a j0iþ b j1i ¼ cos
h
2
j0iþ ei/ sin

h
2
j1i: (36)

The Bloch vector is stationary on the Bloch sphere in the “rotating
frame picture.” If state j1i has a higher energy than state j0i (as it gen-
erally does in superconducting qubits), then in a stationary frame, the
Bloch vector would precess around the z-axis at the qubit frequency
ðE1 $ E0Þ=!h. Without loss of generality (and much easier to visualize),
we instead “choose” to view the Bloch sphere in a reference frame
where the x and y-axes also rotate around the z-axis at the qubit fre-
quency. In this “rotating frame,” the Bloch vector appears stationary
as written in Eq. (36). The rotating frame will be described in detail in
Sec. IVD1 in the context of single-qubit gates.

For completeness, we note that the density matrix q ¼ jwihwj
for a pure state jwi is equivalently

q ¼ 1
2
ðI þ~a &~rÞ ¼ 1

2
1þ cos h e$i/ sin h
ei/ sin h 1þ sin h

! "
(37)

¼
cos2

h
2

e$i/ cos
h
2
sin

h
2

ei/ cos
h
2
sin

h
2

sin2
h
2

0

BB@

1

CCA (38)

¼ jaj2 ab'

a'b jbj2

 !

(39)

where I is the identity matrix, and~r ¼ ½rx;ry; rz) is a vector of Pauli
matrices. If the Bloch vector ~a is a unit vector, then q represents a
pure state w and Tr(q2) ¼ 1. More generally, the Bloch sphere can be
used to represent “mixed states,” for which j~aj < 1; in this case, the
Bloch vector terminates at points “inside” the unit sphere, and
0 * Trðq2Þ < 1. To summarize, the surface of the unit sphere repre-
sents pure states, and its interior represents mixed states.6

2. Bloch-Redfield model of decoherence

Within the standard Bloch-Redfield109–111 picture of two-level
system dynamics, noise sources weakly coupled to the qubits have

short correlation times with respect to the system dynamics. In this
case, the relaxation processes are characterized by two rates (see Fig. 4),

longitudinal relaxation rate : C1 +
1
T1
; (40)

transverse relaxation rate : C2 +
1
T2
¼ C1

2
þ Cu; (41)

which contains the pure dephasing rate Cu. We note that the defini-
tion of C2 as a sum of rates presumes that the individual decay func-
tions are exponential, which occurs for Lorentzian noise spectra
(centered at x ¼ 0) such as white noise (short correlation times) with
a high-frequency cutoff.

The impact of noise on the qubit can be visualized on the Bloch
sphere in Fig. 4(a). For an initial state (t¼ 0)

jwi ¼ aj0iþ bj1i; (42)

the Bloch-Redfield density matrix qBR for the qubit is written
112,113

qBR ¼
1þ ðjaj2 $ 1Þe$C1t ab'eidxte$C2t

a'be$idxte$C2t jbj2e$C1t

 !
: (43)

There are a few important distinctions between Eqs. (43) and (39),
which we list here and then describe in more detail in Secs.
III B 2 a–III B 2 c.

• First, we have introduced the “longitudinal decay function”
exp ð$C1tÞ, which accounts for longitudinal relaxation of the qubit.

• Second, we introduced the “transverse decay function” exp ð$C2tÞ,
which accounts for transverse decay of the qubit.

• Third, we have introduced an explicit phase accrual exp ðidxtÞ,
where dx ¼ xq $ xd, which generalizes the Bloch sphere picture to
account for cases where the qubit frequency xq differs from the
rotating-frame frequency xd, as we will see later when discussing
measurements of T2 using Ramsey interferometry,114,115 and in Sec.
IVD 1, in the context of single-qubit gates.

• Fourth, we have constructed the matrix such that for t , ðT1; T2Þ,
the upper-left matrix element will approach a unit value, indicating

FIG. 4. Transverse and longitudinal noise represented on the Bloch sphere. (a) Bloch sphere representation of the quantum state jwi ¼ a j0iþ b j1i. The qubit quantization
axis—the z axis—is “longitudinal” in the qubit frame, corresponding to rz terms in the qubit Hamiltonian. The x-y plane is “transverse” in the qubit frame, corresponding to rx
and ry terms in the qubit Hamiltonian. (b) Longitudinal relaxation results from the energy exchange between the qubit and its environment, due to transverse noise that couples
to the qubit in the x–y plane and drives transitions j0i $ j1i. A qubit in-state j1i emits energy to the environment and relaxes to j0i with a rate C1# (blue arched arrow).
Similarly, a qubit in-state j0i absorbs energy from the environment, exciting it to j1i with a rate C1" (orange arched arrow). In the typical operating regime kBT - !hxq, the
up-rate is suppressed, leading to the overall decay rate C1 . C1#. (c) Pure dephasing in the transverse plane arises from longitudinal noise along the z axis that fluctuates
the qubit frequency. A Bloch vector along the x-axis will diffuse clockwise or counterclockwise around the equator due to the stochastic frequency fluctuations, depolarizing the
azimuthal phase with a rate C/. (d) Transverse relaxation results in a loss of coherence at a rate C2 ¼ C1=2þ C/, due to a combination of energy relaxation and pure
dephasing. Pure dephasing leads to decoherence of the quantum state 1=

ffiffiffi
2
p$ %
ðj0iþ j1iÞ, initially pointed along the x-axis. Additionally, the excited state component of the

superposition state may relax to the ground state, a phase-breaking process that loses the orientation of the vector in the x-y plane.
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チップ内の共振モード 
(2D実装)

自然放出を抑えるための  
チップを覆う銅の蓋 (2D実装)

z軸への射影

○ 室温抵抗測定で有望なやつを選別 
   歩留は20-30%


○ T1~10µs, T2~3µs 

   実験をやるのに最低限のクオリティは達成


   長寿命化のため沖縄・スイスと往復する日々

縦緩和時間測定

27

Before cryogenic test…

9. Microscope 10. Resistance 11. Dicing 12. Packaging

EJ ∼ ℏπΔsc

4e2R

2D 3DSEMOptical

数kΩ → 5-7GHz
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Qubit周波数 [GHz]
9.328 9.3409.334

0.07

0.08

0.09
0.10
0.11
0.12

最初の探索結果

10°5 10°4
10°12

10°11

10°10

10°9
101

○ 16時間で2000 step 12MHzをカバー


○ SQUID変調コイルの電流で発熱して200mK近くなった影響でdark count ~10%


○ 対策して~30mKほどに。次回広帯域測定の予定。

周波数 [GHz]

ダークフォトンDM質量 [eV]

混
合
角

励
起
率

Preliminary
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1-2年で水色の領域をカバーする 
ことを目指している



量子コンピューターにとって論外な状況が我々的には嬉しいときが結構ある


特にコヒーレンス (寿命) の制約を外すことで全く違ったデザインが有望となる可能性あり


   強結合:                   一般的にコヒーレンス悪いがセンサーとしては最大のポテンシャル


   高周波 (>20GHz):  重いダークマターに感度を。熱励起にもより強い。


   他にも強磁場耐性 (Axionなど) や偏光感度？(CMBなど) へ向けたのニーズ・アイデアある

量子コンピューターの文脈から外れた量子ビットはアツい
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Yoshihara et al (2018)


E1 − E0 ∼ 8ECEJ

EJ =
π
2

Δ
R

Δ: 超伝導ギャップ

高周波化→高質量帯へのリーチ
PRACTICAL GUIDE FOR BUILDING SUPERCONDUCTING... PRX QUANTUM 2, 040202 (2021)

Al

AlOx

Al

500 nm

(c)

χ χ

(d)

(e)

(a)

(b)
Substrate 
(silicon/sapphire)Transmon

~cm

~cm

FIG. 3. Dispersive coupling between a transmon and a superconducting resonator. (a) Lumped-element representation of a
Josephson junction and a sketch of its structure, which consists of two layers of aluminium (gray) that are separated by an aluminium
oxide tunnel barrier (white). (b) A SEM image of a bridge-free junction. Image credit: Kyle Serniak (Yale University). (c) Lumped-
element representation of a LC circuit capacitively coupled to a single-junction transmon and the associated the potential of each mode
and the dressing of the energy levels due to the dispersive interaction. (d),(e) Two examples of physical realizations of a transmon
device dispersively coupled to a superconducting cavity in either the planar (d) or 3D configuration (e).

provides the drive and measurement tones to the system.
Here, ain(t) and aout(t) represent, respectively, the incom-
ing and outgoing field of the transmission line where it
interacts with our circuit. The fields at different times are
not related, such that

[
aout(t), a†

out(t′)
]

=
[
ain(t), a†

in(t
′)
]

=
δ(t − t′). This implies ain and aout have dimension t−1/2.

A detailed balance of the field results in the following
input-output relation:

aout = ain + √
κca, (8)

where κc is defined as the frequency-independent cou-
pling rate at which the oscillator exchanges energy with
the transmission line, and can be experimentally character-
ized for each setup. Here, we choose the sign convention
following the approach in Ref. [48]. With the incoming
and outgoing fields taken into account, we arrive at the
following differential equation for a(t) in the Heisenberg
picture:

∂ta = − i
! [a, H] − κ

2
a − √

κcain. (9)

This expression is called the quantum Langevin equation
[49]. It includes two new terms: the first one corresponds
to a damping of the field at rate κ/2, with κ = κc + κi,
where κi is the coupling rate between the system and the
uncontrolled environment usually called the internal loss
rate; the second term,

√
κcain, referred to as “drive” or

“pump,” is vital for a to obey the same usual commuta-
tion relation

[
a, a†] = 1 at all times despite the damping

term. As an alternative to the quantum Langevin equation,
the Lindblad master equation can also be used to describe
such dissipative systems [49,50]. However, the quantum

Langevin equation is more suited to describe the traveling
fields that we consider here.

While ain is necessary in order for us to control the state
of the resonator, it also introduces undesired fluctuations
in its field. To mitigate this, we typically operate in the
“stiff-pump” regime, where κc is negligible compared to
the frequency of the resonators, but the expectation value
of

√
κcain can be large compared to κc. This way, we have

ain = āin + a0
in, where a0

in represents the negligible fluctua-
tions of the field and āin its average value. In the stiff-pump
approximation, a drive is modeled with the Hamiltonian

Hd

! = ϵ(t)a† + ϵ(t)∗a, (10)

with ϵ(t) = √
κcāin.

B. Josephson junction
Superconducting resonators alone do not provide a use-

ful medium for encoding quantum information. This is
because the energy levels of a resonator are separated by
an equal spacing of !ω, forbidding us from addressing the
transitions individually. Thus, we must introduce a nonlin-
ear element in order to achieve universal quantum control
of the circuit.

In cQED, the most ubiquitous source of nonlinearity
is a Josephson junction (JJ), favored for its simplicity
and nondissipative nature. This element is made of two
superconducting electrodes separated by an insulating tun-
nel barrier, represented in Fig. 3(a). In practice, JJs are
typically fabricated by overlapping two layers of supercon-
ducting films with an oxide barrier in between. The area of

040202-5

Nb (Tc=9.3K)

Nb

(Tc=1.2K)

強結合 → より弱い光に感度
Capacitanceをさらに大きく あるいはgalvanic結合 JJにNb追加→近接効果でTc 釣り上げる

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.120.183601


Figure 1: Projection plot regarding the 5� sensitivity of axion-photon coupling ga��. We
assume a year experiment with the coherence time of the system determined by that of DM
(⌧ = 106/ma). We assume static magnetic field B0 = 5 T applied uniformly pointed along
the cylinder axis of the shielding cavity. The dark and light green (blue) contours correspond
to the reach with  = 1 (100) using nq = 1 and nq = 100, respectively, where the individual
measurement protocol is applied. On the other hand, the orange contour corresponds to
the reach from using entangled qubit sensors with nq = 100 and  = 100 assumed. The
readout error rate and gate operation error rate are both assumed to be 0.1%. The dark
grey area shows the astrophysical constraint from the observation of the stellar population
in the Globular Clusters [33], while the grey area shows the constraints from Haloscope
experiments [34]. The dotted and dashed blue lines are parameter regions suggested by the
KSVZ model and DFSZ model of QCD axions, respectively.

Notice that, because we expect to perform the scan over the qubit frequencies, the back-
ground level can be estimated by the side-band method. Our criterion of the discovery reach
of the axion DM is based on � � 5.

We first show the expected sensitivity to the ga�� parameter with fixing the value of 
parameter. The discovery reaches with  = 1 and 100 are shown in Fig. 1 as functions of the
axion mass. (In such cases, the strong mode mixing between qubit and cavity is avoided.
This can be checked by |!q�!c| ' |ma�!c| ' ma

 � �c where !c is the dominant cavity mode
relevant.) We consider the case to scan the axion mass range of 10 µeV < ma < 100 µeV
within 1 year. In our numerical analysis, the coherence time ⌧ of the system is taken to be
equal to ⌧DM = 106/ma, assuming that the coherence time of the qubit and cavity are longer
than ⌧DM. This is an achievable assumption since qubit coherence time longer than 100 µs is

10

nq=1, 自由空間, エンタングルメントなし

nq=1, 共振器入り(Q=104) 
エンタングルメントなし

nq=100, 共振器入り(Q=104), エンタングルメントあり

Axion探索に向けて
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Krause et al.

一般的に磁場と超伝導は相性が悪い。Qubitでもしかり。 

  ○ 磁束とqubitがinductiveに結合 → decoherence (光子を吸い取られる)


  ○ 面直磁場は論外。よりbulkっぽい面内磁場でも30mTくらいが限界だと言われてた。


厳密な面内磁場だけかけると1Tくらいまで耐えるという噂も  

  ○ アクシオン探索で必要なのは面内方向の磁場なので本当だったらかなり嬉しい 

•Photons

•Electrons

•Nucleons
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どう強磁場をかける？
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FIG. 4. Transmon qubit coherence as a function of Bk,1. The highest 5% of coherence times T1, T
echo
2 , T ⇤

2 for (a) single-JJ
and (b) SQUID transmon at each Bk,1. Dashed lines indicate the mean of the high-coherence data at each field. Microsecond
coherence is maintained up to at least 0.7T, with T1 above 1 µs over the entire measurable range. (c) and (d) Pure echo
dephasing rates �echo

� = 1/T echo
2 � 1/(2T1) versus parallel magnetic field Bk,1. For low magnetic fields (high frequencies) �echo

� is
limited by photon shot noise. In high magnetic fields the transmons approach the low EJ/EC limit and the charge dispersion
f01(ng = 0) � f01(ng = 0.5) increases, eventually limiting the coherence. (e) The pure Ramsey dephasing rate �⇤

� as a
function of the SQUID frequency sensitivity |df01/dB?|. For every in-plane magnetic field Bk,1 we observe a linear dependence
�⇤
� = a |df01/dB?|+ b. The inset shows the slopes a as a function of Bk,1, which suggest that the noise in B? increases linearly

with Bk,1. The observed noise level and trend are independent of the current source connected to the Bk,1 magnet coil (named
Oxford and Keithley in the legend). We believe this noise is caused by mechanical vibrations (see text).

mechanical vibrations are expected to be low-frequency
and the noise can be largely echoed away. A similar sit-
uation is reported in Ref. 42.

VI. CONCLUSION

The present results show that for many applications
in magnetic fields up to 0.4T, the standard Al-AlOx-
Al JJs can be a viable option. In this regime T1 and
T

echo
2 times remained largely una↵ected in our trans-

mons, but accurate in-plane alignment of the magnetic
field is paramount to preserve coherence. We use thin
aluminum films to increase the in-plane critical field and
narrow leads to minimize vortex losses. For higher fields,
coherence times are reduced compared to low-field levels,
but the standard Al/AlOx/Al transmon can be operated
at magnetic fields up to 1T, comparable to semiconduc-
tor nanowire transmons [29], while exhibiting better co-
herence times. For the Bk,1 direction, the frequency de-
pendence of the transmon was found to be reasonably
well described by a simple model, which considers the gap
closing according to the Ginzburg-Landau theory, and a
Fraunhofer-like geometrical contribution. In addition, we
have shown that the operation of a SQUID transmon is
possible in high in-plane fields, although vibrations of
the magnet relative to the sample and noise from mag-
net current sources could become a limiting factor. These

challenges seem solvable with better vibrational damping
of the dilution refrigerator and the use of persistent cur-
rent magnets. However, between 0.4T and 0.5T, regular
SQUID oscillations could not be observed and the cav-
ity frequency was unstable. We speculate this is due to
spurious JJs inherent in the Dolan bridge fabrication.

With thinner films and possibly shifting to a JJ fabri-
cation that minimizes spurious JJs, such as Manhattan
style JJs [43] or JJs that are made with two lithogra-
phy steps [44], it would be possible to make an Al-AlOx-
Al JJ transmon that can work above 1T. If the target
magnetic field is known in advance and the film prop-
erties are largely characterized, one can account for the
reduction in EJ due to suppression of the superconduct-
ing gap. Then, the Al-AlOx-Al JJ advantages of high
quality, decent yield and targeting will remain available
even in experiments that require high magnetic fields. In
future, it would be interesting to look into charge par-
ity dynamics and thermal excitation in the transmon at
higher fields [45]. Strong in-plane magnetic fields present
an additional tuning knob in cQED, which could help un-
derstand the physics of the quasiparticles coupling to the
transmon. We also believe that with slight improvements
in the setup, it would be possible to measure the e↵ect of
magnetic fields on flux noise and shed light on the nature
of the spin ensembles that are believed to cause it [46].

T1はあんま変わってない
Sichanugrist et al.

https://arxiv.org/abs/2111.01115
https://arxiv.org/abs/2407.19755


どう実験する

量子ビットから自作 
全部やる

既存の量子コンピューターを使う 
ダークマター検出器になっていただく

量子ビットはプロにもらう 
測定だけやる

楽

自由度
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量子コンピューター = ダークマター検出器？
それぞれのbitのT1, T2, エラー率 etc.が表示できるe.g. IBM-Q   使えるマシンのリスト

😃 高性能のビットいっぱいある


😃 動作がある程度保証されてる

     定期的に較正・ダメqubitは回避可能


😃 制御・読み出しが既にほぼ最適

😔 周波数固定


😔 磁場かけられない  
     ダークフォトン専用機


😔 Qubitパラメータがわからない

     発見専門マシン・limitは書けない



やってみた        　　　　Kawasaki

as of 16th Sep 2024 127-bit Eagle processor
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こんな感じのスクリプトを投げるだけ

☑ Script-based dark matter search



5min queue, 1min run time (nshots=105)

42

UIもよくできていてジョブ管理も快適



|g⟩

|e⟩ ℏω = mDM

Ege = ℏω

(b)　 「待って測る」 を繰り返す

一定時間待機 (100µs) ~  
ダ〡クマタ〡によるRabi振動

O T1

状態読み出し

t
···

  O(100 ns)

(a) 　量子ビットに共鳴 → Rabi振動

(c) 　量子ビット周波数掃印でピ〡ク探す

励起率 = と読む割合|e⟩

(d) 　疑わしい周波数は真面目に調べる

量子ビット周波数

励
起
率

放置時間

励
起
率

mDM

ノイズ的励起

ダ〡クマタ〡的励起"SQUID型量子ビット" 
1-10GHz 簡単に掃印

光が当たっている時間

の
占
有
率

| e
⟩

ダークフォトン質量 (周波数表示) [GHz]

　　ダークフォトン質量 [eV]　　

混
合
角

(e) 

T T

<latexit sha1_base64="I5GV/FiVakGvDlDjfMZ7mzP6Guw=">AAAC93icbZLLbhMxFIY9w62EWwpLNhYRUlkQZqq0dINUUQm6LFKTVhoPweOcyVjxXLDPIMJosmQLb8AOseVxeAEeghWeaVRImyNZ+nX+z/bRb0eFkgY975fjXrl67fqNjZudW7fv3L3X3bw/MnmpBQxFrnJ9GnEDSmYwRIkKTgsNPI0UnESzg8Y/+QDayDw7xnkBYcqnmYyl4Ghb4+4fBsjpC7qzu71gCB+xOvxUU4YyBUPZjBcFp0zkpmLHiSVr2mEKYtxiseaiYlAYqfKsrnzvbfXU9+uaaTlN8MkKNlkELC1pGjac9w8x7zVWK2RsyXaK13aMBu97a088WATFK+t7fX+tz3SSnx8Fo2dC1C092DnH63G35/W9tuhl4S9FjyzraNz9zSa5KFPIUChuTOB7BYYV1yiFgrrDSgMFFzM+hcDKjNsMw6p9o5o+tp0JjXNtV4a07f6/o+KpMfM0smTKMTEXvaa5zgtKjPfCSmZFiZCJs4viUlHMafPgdCI1CFRzK7jQ0s5KRcJtSGi/xcotkeYzwLpjg/EvxnBZjLb7/m5/8GbQ23+5jGiDPCSPyBbxyXOyTw7JERkS4bxzPjtfnK/u3P3mfnd/nKGus9zzgKyU+/MvHxTxmQ==</latexit>

⌘ = 562 Hz⇥  cos⇥
⇣ ✏

10�11

⌘✓
d [µm]

100

◆s✓
f [GHz]

1.0

◆✓
C [pF ]

0.1

◆✓
⇢ [GeV/cc]

0.45

◆
p = sin2(ηt)

Example of a  
single bit experiment

On-resonant Rabi oscillation

Overlay of 52 bits 
after the selection

結果

○ 公称の読み出しエラー率より基本的に高い励起率を観測


○ ダークマターっぽい時間発展する人も何人か・・・
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パッケージによる信号遮蔽

Simulation of total field  
ωcavity = 2.44GHz 
ωDM = 10GHz

4

readout is assumed with a O(100) ns of readout
time.

3. For a given !, the process 1–2 are repeated nrep

times. The total number of the qubit measurements
is Ntry ⌘ nqnrep. The number of expected exci-
tations is Nsig = p⇤Ntry, ignoring the inter-qubit
interference.

4. The process 3 is repeated in di↵erent qubit fre-
quency ! by detuning the SQUID-based transmon.

The search is a resonant-finding where the DM signal ex-
hibits a sharp peak on the continuum baseline in the exci-
tation rate, at a particular qubit frequency corresponding
to the DM mass.

Observation of the false positive excitations (“back-
ground events”) needs to be taken into account. In the
regime of T > 1 mK (with T being the temperature of the
qubits) the dominant source of the background events is
considered to be thermal excitation. The expected num-
ber of such background events is

Nbkg = e
�!/T

Ntry. (27)

In a typical dilution refrigerator, T = 10 mK can be
solidly achieved. One may even expect T ⇠ 1 mK or
lower by introducing Continuous Nuclear Demagnetiza-
tion Refrigerator (CNDR) [43]. However, it has been
argued that the actual temperature of the qubits may be
di↵erent due to the quasi-particle creation processes in-
side the qubit chip (e.g., by cosmic ray radiation). These
cause a significant level of excitation reportedly equiva-
lent to a thermal residual of ⇠ 30 mK [44]. Hereafter,
we assume two temperature scenarios, i.e., 30 mK as the
conservative estimate based on the currently available
setup, and 1 mK assuming the usage of CNDR and the
circumvention of the quasi-particle problem in the future.

The readout error can be also a potential source of the
background given that the typically achieved single-shot
fidelity is about 99 % [45]. However, since this is often
limited by the longitudinal decoherence of the |ei during
the measurement, it can be drastically improved by uti-
lizing the higher excited states [46] when one only needs
to distinguish between the ground state and the others.
It also worths pointing out that the background level can
be measured and validated using the “sideband” given
the nature of resonant-finding searches where signals can
only peak at specific frequencies.

One unique feature about this search is that the signal
excitation is a coherent Rabi oscillation. Therefore, the
qubit frequencies with suspiciously high excitation rates
can be further re-examined by explicitly performing the
Rabi oscillation measurements with various time inter-
vals. Particularly for relatively large ✏ (> 10�12) yielding
high p⇤ (> 10 %), the signal would reveal a characteristic
sinusoidal variation in the |ei population as the function
of time lapse before decohering. It would be more distinct
in case of multiple qubits as all of them experience the

same coherent excitation by signals, helping discerning
from spurious backgrounds and claiming the discovery.

The packaging e↵ect on the field: The e↵ect of the qubit
packaging on the electric field requires careful considera-
tion. As it is often a metallic container electrically cov-
ering the qubit chip, it e↵ectively becomes a microwave
cavity. The e↵ective electric field ~E

(e↵) projected onto
the cavity wall would vanish at the cavity wall, since the
secondary field ( ~E(EM)) is provoked by the electrons in
the metal reacting to the DM-included field ~E

(X). Im-
portantly, however, since the phases of ~E

(EM) and ~E
(X)

have di↵erent spatial evolution, the field cancellation be-
comes imperfect o↵ the wall. While ~E

(X) can be re-
garded as spatially homogeneous since the interaction of
hidden photon is extremely weak and the e↵ects of the
cavity on the dynamics of hidden photon can be safely
ignored, ~E(EM) is dependent on the position ~x = (x, y, z).
The field configuration of ~E

(EM) inside the cavity is ob-
tained by solving ⇤ ~E

(EM) = 0 and ~r ~E
(EM) = 0 simulta-

neously, with the boundary condition at the cavity wall,

[ ~E(EM)
k + ~E

(X)
k ]wall = 0, where the subscript “k” indicates

vectors projected onto the cavity wall. Consider, e.g., a
case where a transmon is placed inside a cylinder-shaped
cavity with its conductor plate perpendicular to the cylin-
der axis (defined as z-axis). As only the z-component of
the fields are relevant, we find

E
(EM)
z (~x) = �

J0(mXr)

J0(mXR)
E

(X)
z , (28)

where r ⌘

p
x2 + y2 is the radial distance from the cylin-

der axis, R is the radius of the cylinder, and J0 is the
Bessel function of the first kind. Note that mX is as-
sumed not equal to any of the cavity mode frequencies
here, which ensures J0(mXR) 6= 0. Then, for the qubit
located at r = rq, we obtain a  factor (defined in Eq.
(15)):


(cylinder) = 1�

J0(mXrq)

J0(mXR)
, (29)

representing the enhancement or reduction on the to-
tal field due to the cavity e↵ect. Notably, when mX is
close to some of the cavity mode frequencies !c satisfying
J0(!cR) = 0, || can be much greater than unity and the
excitation rate is enhanced. In general,  depends on the
geometry of the cavity as well as on the location of the
qubit. A detailed analysis is beyond the scope of this let-
ter. We just comment here that, if the size of the cavity
is of the order of m�1

X , || is expected to be ⇠ O(1) or
larger.

Sensitivity estimation: The signal rate is calculated from
Eq. (25) with C = 0.5 pF, d = 100 µm, Q = 106,  = 1,
⇢DM = 0.45 GeV/cm3, and with the angular average
cos2 ⇥ !

1
3 being taken. The number of qubits is as-

sumed to be either nq = 1 or 100. For the background,
only thermal excitation contribution is considered assum-
ing T = 30 mK or 1 mK. The search sensitivity is derived

DM-induced E-fieldE-field caused by  
the cavity response 

円筒型のキャビティの場合

金属の箱はみなcavityである 

○ 共振しない光が入ってきたら壁がキャンセル電流流して消そうとする 

○ 幸いダークマターの場合は質量があるおかげで、壁から離れるとキャンセルが完璧ではなくなる 

○  >>  であれば大丈夫  → シールドは十分大きい必要がある 

○ ところがチップはノイズを最大限遮蔽するために普通ギリギリのパッケージング 

   典型的に信号は1/100とかになってしまう

Lshield λCompton



ダークマター探索で究極感度を出すにはこの方向しかない?

45

量子測定のポテンシャルをフルに活かすなら完璧なマシンが必要 

○  T1/T2 > ms, gate fidelity>99.9%, エラー訂正実装 

○ 超伝導を諦めるという手もあるが、周波数桁で変えたかったら現状他に手はない 

○ 自前で検出器を作るのは完璧な量子コンピューターを作るのとほぼ同じ 

   → 企業のコンピューターに乗っかるしかない

だが、企業はチップの蓋を外してくれない 

○ アクシオンやりたかったらさらに強磁場をブチカマす必要もある 

○ 企業に協力してもらってDM探索専用機にカスタムというのが感度的には最も有望？



Transient signalの検出に向けて
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高周波重力波・dark radiation: 弱い場の「風」  一時的にかしか来ない 

○ 共鳴を使ってのんびり周波数スキャンする実験は基本何も見えない 

○ 「怪しい周波数が見つかってから追試」もできない 

考えたいこと 

○ Off-resonantで全部の周波数に感度を持つような検出技術はないか 

○ それか超高速で周波数スキャンできるようにする？ 

○ High-Qでwidebandな共振器？   e.g. TWPAの3D実装? 

○ 複数の検出器置いて同期 

   量子状態として同期取れないか？   A ∝ ⟨ψdet1 |ψdet2⟩

c.f. 3D JPA

https://arxiv.org/pdf/2205.13101



最後に: われわれは何がやりたいのか
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ダークマター/重力波もよいが、 

弱い場のセンシングで他に血が沸き立つようなベンチマークはあるか 

○ 宇宙背景ニュートリノ (300個/cm3, β~10-4) 

○ 重力 (の量子効果) 

テンションが上がるものは多ければ多いほどいい。

王道の素粒子実験に使うという方針はありえるか？ 

○ 高温超伝導体で量子ビット/SNSPD → µm角のpixel検出器 

○ フォノンカウンティングの利用 

   重たいWIMPの原子核反跳, 0vββ



Backup



大規模HEP量子実験 FNAL-SQMSを中心に構想がある
First step: new Fermilab “Dark Wave 
Lab” can house 2 MRI magnets

Aaron S. Chou, Quantum Tech Erice workshop, 9/3/2023
13

First donated 9 T, warm bore MRI magnet ~$7M 
to be moved to Fermilab this year for ADMX-EFR.

Aaron S. Chou, Quantum Tech Erice workshop, 9/3/2023 14

Medium-scale BREAD can potentially share ADMX-EFR magnet

SQMSࢬઅس :ָݡएྮ౜ؽ

ˤسएྮ౜͚ͪ͗͠ؽΞʤ࠹ఁஏ৏5+ஏԾ1ʥ͍ͮͪ

ˣྮΏͤଲেΝ஖͜ΖηϘʖη΍͏߁

SQMSࢬઅָݡ: ஏԾ

ʀஏԾͶҲ௪Ε͹ྖࢢϑρφࣰݩઅඍʤέϨʖϱϩʖϞʀسए
ྮ౜ؽʥ͍͗Ζ

ʀஏԾͶ͍Ζ͹ͲɼఁώρέήϧΤϱχͲࣰݩՆ೵
ˢ߶ౕ״͹ྖࢢιϱγࣰ͗ݩͲ͘Ζ

"Quantum Garage" @SQMS

量子のための低BG 
地下実験サイト @FNAL
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大規模HEP量子実験 (Longer time-scale)
Point #1: Problem of large dark matter cryostats for large bore magnets 
seems to have been solved

Aaron S. Chou, Quantum Tech Erice workshop, 9/3/2023 20

Well done, SQMS!  (haha)

Colossus!

Point #1: Problem of large dark matter cryostats for large bore magnets 
seems to have been solved

Aaron S. Chou, Quantum Tech Erice workshop, 9/3/2023 20

Well done, SQMS!  (haha)

Colossus!
"Colossus" @FNAL

直径3.4m, 高さ3.7m, 300-500µW 
通常の×10の体積 / ×15の冷却能力

Are we prepared to come together as an international community and ask 
for $500M-scale, multi-use magnet facilities, utilized by many experiments? 

Aaron S. Chou, Quantum Tech Erice workshop, 9/3/2023 17

Or should we continue cutting off slivers of parameter space for the next 1,000 years?

CMS magnet à need similar for muon collider / neutrino factory, need 10x scale-up for FCC detector

HL-LHC後のCMS磁石を拝借する 
プランが言及され始めている


arxiv: 2209.12024
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https://lss.fnal.gov/archive/2023/conf/fermilab-conf-23-037-sqms.pdf
https://arxiv.org/abs/2209.12024


Vision: use a quantum computer as the front-end electronics for HEP experiments

Axion 
scattering 
target in 
high B 
field

1. Single photon frequency transduction (quantum networking tech)
2. Signal processing pipeline (made of qubits and cavity qRAMs)
3. Analog signal integration (using qubits as quantum memory banks)
4. Noiseless readout (already factor 1/100 of zero-point noise)
5. Deployment of non-Gaussian resources to speed up time

connected to quantum 
computer outside of the 
B field

Quantum computer safely 
outside the MRI room

Aaron S. Chou, QUP workshop, 4/9/202521
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n-Fock stateで増幅 A. Agrawal et al. arXiv: 2305.03700

52

(HMM) analysis to reconstruct the cavity state and com-
pute the probability that the cavity state had changed
from |ni ! |n+ 1i and assign a likelihood ratio � asso-
ciated with such events (see Supplementary section for
implementation of HMM analysis).

In principle, it is possible to prepare Fock states |n > 4i
in the device. However, due to the presence of multiple
cavity modes, simulating the complete Hamiltonian to
generate the OCT pulses becomes computationally chal-
lenging and in practice, higher (n + 1) Fock states are
prepared with lower fidelity. Furthermore, to prevent
excessive signal photon loss, the Fock state decay rate
which is also enhanced by a factor of (n + 1) must re-
main small compared to the sum of Stark shift and read-
out rate, which determines the maximum rate of number
resolved measurements. For this study, we chose |n = 4i,
such that the decay probability stays below 1% between
successive measurements.

Signature of Fock enhancement

To assess the performance of the detector after prepar-
ing the cavity in a particular Fock state |ni, we carry
out a series of experiments. We apply a small variable
displacement (↵ ⌧ 1) to the cavity and measure the re-
lationship between the number of injected (ninj = |↵|2)
and detected photons. We perform 30 repetitions of the
qubit measurement and apply a likelihood threshold of
�thresh = 103 to distinguish positive and negative events.
This threshold is determined based on the background
cavity occupation nc

b = 6 ⇥ 10�3, which is assumed to
be caused by photon shot-noise from a hot cavity, as
measured using the photon counting method described
in [1] (refer to Fig. S15). Errors below this value are
considered to be sub-dominant. For a cavity initialized
in |ni, the probability of finding the cavity in the Fock
state |li for a complex displacement ↵ is described by the

analytical expression [45]: Pnl(|↵|2) =
�� hl| D̂(↵) |ni

��2 =

(n!/l!)↵2(l�n)e�|↵|2 ⇥Lnl�n(|↵|2), where Lnl�n is an as-
sociated Laguerre polynomial. The data obtained from
the characterization of the detector is fitted to an expres-
sion, represented by Eqn. (4).

nmeas = ⌘ Pnl(|↵|2 = n̄) + � (4)

This equation takes into account the detection e�ciency,
⌘, and false positive probability, �. In cases where the
cavity displacement ↵ ⌧ 1, the relationship between the
injected photons (ninj = |↵|2) and measured photons can
be approximated such that Pnl(|↵2|) ⇡ (n + 1)|↵2|, as
shown in Eqn. (2)

Fig. 3 displays the unique characteristic of stimu-
lated emission enhancement, where a higher number of
detected photons is observed for the cavity that was ini-
tialized in a higher Fock state. This result aligns with ex-
pectations and highlights the e↵ectiveness of stimulated
emission as a method for amplifying weak signals. The

FIG. 3. Stimulated emission enhancement. Mean num-
ber of measured photons (positive events) as a function of
the mean number of injected photons in the cavity. After
initializing the cavity in a Fock state |ni and applying a vari-
able cavity displacement (mock DM drive), 30 repeated qubit
measurements of the cavity photon state are performed and a
threshold �thresh is applied to determine the cavity population
at |n+ 1i. Background events with ↵ = 0 are subtracted to
compare between di↵erent Fock states which may have sys-
tematic errors in the state preparation step. �thresh = 103

is chosen based on the observed background cavity occupa-
tion of nc

b = 6 ⇥ 10�3 such that the detector based errors
are still sub-dominant. The background cavity occupation is
measured using the photon counting technique described in
Ref. [1] with repeated qubit parity measurements. Detector
e�ciency (⌘) for each Fock state is determined from the fit
as reported in the legend. The monotonic decrease in the ef-
ficiency is attributed to - higher decay probability to reach
the same false positive probability and demolition probability
(see Supp Fig. S13). Anomalous behavior in |3i is attributed
to the state decaying to nearby modes in the band structure
formed by multiple modes of the cavity, qubit and readout,
which are close in the energy level |q, s, ri.

figure also showcases a clear, monotonic increase in the
slope as the Fock states increase, further emphasizing the
success of this technique. The resultant enhancement be-
tween |n = 4i and |n = 0i is 2.78 (0.45⇥5/0.81⇥1). The
reduced e�ciency ⌘ = 0.45 to see the full (n+1) enhance-
ment can be explained by the enhanced decay rate of
higher Fock states making it more di�cult to achieve the
fixed likelihood ratio threshold used for the comparison.
For example, consider the |n = 5i Fock state. During
the course of 30 repeated measurements, it is 1.6 times
more likely to decay than the |n = 1i Fock state. In addi-
tion, the higher demolition probability 0.074 for |n = 4i
makes it more di�cult to achieve high likelihood ratio
since this photon state only persists for the first 14 quasi-
QND measurements. The false positive probabilities �
are smaller than 10�4 for all Fock states, comparable to
the measured residual photon occupation in the cavity.
Further advancements could be achieved by utilizing a
system with a higher Q value and reduced demolition
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1μm

Storage

Readout

Transmon

a)

b)

FIG. 1. Fock state preparation in a cavity dispersively
coupled to a transmon qubit. (a) A schematic of the
multimode flute cavity showing the location of the storage
cavity (red), readout cavity (green), and transmon chip with
a SEM image of the Josephson junction (blue) [31]. (b) Cre-
ation of Fock states in a particular mode of the cavity using
GRAPE method. Characterization of the cavity state us-
ing qubit spectroscopy (left) and Wigner tomography (right).
Qubit spectroscopy is performed immediately after the opti-
mal control (OCT) pulses, a single peak in each qubit exci-
tation probability (Pe) distribution confirms the creation of
the correct |ni Fock state. Resultant probability distribution
is fitted to a Gaussian to estimate the state preparation fi-
delity. Grey dashed lines correspond to the expected shift in
frequency, accounted for quadratic dispersive shift. (Right)
Wigner tomography [32] is performed by coherently displac-
ing the resultant cavity state in 2D phase space to map the
average parity and thus, reconstruct the cavity state density
matrix.

positive events such as the cavity accidentally starting in
|n+ 1i state, we conditionally excite the qubit with a re-
solved ⇡-pulse at the (n+1)-shifted peak three times. If
and only if the qubit fails to excite in all three attempts
do we proceed ahead with rest of the protocol. By doing
this, we can suppress the false positive rate  3%.

At the end of this sequence, we measure the e�ciency
of the state preparation for each n by measuring the

qubit excitation probability Pn with a number resolved
⇡-pulse centered at the |ni peak. The measured fideli-
ties are P0 = 95.2 ± 0.3%, P1 = 91.2 ± 0.4%, P2 =
87.3± 0.5%, P3 = 81.6± 0.6%, P4 = 63.6± 0.7%.

FIG. 2. Stimulated emission protocol with number re-
solved ⇡-pulse and hidden Markov model analysis. (a)
Pulse sequence for stimulated emission includes cavity initial-
ization in a Fock state, followed by three conditional checks to
ensure cavity did not accidentally start in |n+ 1i state. The
next part involves a cavity displacement drive to mimic a push
from the DM and repeated conditional qubit measurements
to detect the cavity in |n+ 1i state, where the first measure-
ment collapses the cavity state to either |n+ 1i or not. If
in |n+ 1i, the subsequent measurements are QND and via
the quantum Zeno e↵ect, each measurement resets the clock
on the decay of the |n+ 1i state. (b) Examples showing two
measured qubit readout sequences for a cavity initialized in
|ni = 1 Fock state followed by a small displacement drive ↵.
The left panel corresponds to no change in the cavity state af-
ter the DM drive as inferred by the absence of successful flips
of the qubit state which results in a very small probability
P (n = 2) that the cavity was in the |ni = 2 Fock state. The
right panel corresponds to an emission event where the cavity
state changed from |1i �! |2i, resulting in multiple successful
flips of the qubit state. The HMM analysis of this sequence
of flips then indicates a very high likelihood ratio to be in
|ni = 2 Fock state. In case of successful detection, we observe
an exponential suppression of the detector error based false
positive probability with only linear increase in the number
of repeated measurements.

After the state preparation, we apply a coherent drive
to the cavity mimicking a push from the DM wave to
characterize the detector. A series of repeated QND
measurements are recorded by performing conditional ⇡-
pulses centered at the (n+1)-shifted peak. The time be-
tween two successive QND measurements is 5µs, which
is relatively short compared to the lifetime of Fock states
given by T s

1
= 1320µs/n (see Table S2). This projec-

tive measurement resets the clock on the decay of the
|n+ 1i state [44]. We then apply a hidden Markov model
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誘導放射でDM→光の転換率上げる

https://arxiv.org/abs/2305.03700


Cavity haloscope RF読み出し回路

低温アンプ @4K 

アンプノイズが乗る→ 初段はなるべく低温 

HEMT: ノイズ温度: ~1.5K  
           (1.5Kの黒体輻射に相当するノイズ)

3

3.3 量子技術の適用, ワシントン大にて
そのころRosenberg氏は,量子デバイスで著名な John

Clarke 氏の講演を聞き, ADMX 実験のアンプを DC-

SQUIDを用いた量子アンプ（SQUIDアンプ）に置き換
えることを着想した。DC-SQUIDは 2つのジョセフソン
接合を持つループ状の回路であり, 磁束量子以下の極小
磁場に対して非線形な応答をする。SQUIDアンプでは,

アクシオン由来の RF信号をコイルで磁場に変換し, そ
れをDC-SQUIDの非線形性を利用して RF信号に再変
換することで, 極めて低ノイズな増幅を実現する。ノイ
ズ量は素子の物理的温度に比例し, 原理的には不確定性
関係からくる標準量子限界 (∼30 mK at 1 GHz)までの
低ノイズ化が可能である。このノイズ量は従来のHFET

(Heterostructure Field Effect Transistor)アンプに比べ
約 1/10であり, ちょうど DFSZを検出可能な感度を実
現できる。最大の問題は, DC-SQUIDが極端に外部磁場
に弱く, アクシオン光子変換用の印加磁場, O(10 T)を
SQUIDアンプ付近では地磁気, O(1 Gauss)以下に抑え
なければならない点にある。ADMX実験では, 新たな超
伝導磁石を SQUIDアンプの周りに設置し, 逆方向の磁
場を発生させることで磁場をキャンセルする方法を取っ
た。 このシステムの最初の運転では, SQUIDアンプが
機能することを示すことにフォーカスしたため, 希釈冷
凍機は使わずヘリウム蒸発による 1 K程度の温度で運
転された。この結果, SQUIDアンプが想定通り動作す
ることが確認されたため [7], 希釈冷凍機の導入でDFSZ

モデルに感度を持つことを目標とした, “ADMX-Gen2”

へと進むことが決まった。実験サイトは Rosenberg氏
がワシントン大学に移るとともに, ワシントン大学の
CENPA(Center for Experimental Nuclear Physics and

Astrophysics)に移設された。数年に渡るコミッショニ
ングで, 超伝導磁石のクエンチなど多数の問題を乗り越
え, 最終的には想定通り 100 mK 程度へのシステムの
冷却に成功し, ついに実験データの取得にこぎつけた。
2018年, ADMX実験はDFSZモデルに到達したことを
論文に発表した [8]。Peccei・Quinn両氏の着想から実に
41年後のことであった。Sikivie氏のアイデア, Tanner・
Sullivan両氏のRF技術, Rosernberg氏の果てしない情
熱, そして Clarke氏の量子技術が実った瞬間であった。

4 ADMX実験の現在
ADMX 実験が 2018 年に達成した DFSZ モデルへ

の感度は一つの大きなマイルストーンであるが, 探
索したアクシオンの質量範囲は, 狭義の有望な範囲5,

5初期位相 θ > 0.1の preinfrationary modelや postinfrationary
model。

図 2: ワシントン大学の実験サイトにて, DFSZ到達を
祝う ADMXコラボレータたち（2017年）。
O(0.1 µeV)–O(100 µeV）に比べてもたった 0.1%であ
る。道のりは容易ではないが, 今後探索範囲を広げてい
くたびに,常に発見の可能性があるエキサイティングな時
代ともいえる。ADMX実験は 2018年の結果の後, 2019

年に探索範囲を更新している [9]。ここでは ADMX実
験が 2021年に出版した最新の暗黒物質アクシオン探索
結果 [10]を解説する。

4.1 検出器
図 3に ADMX実験の概要図を示す。136 ℓの体積を

持つ銅メッキされたステンレススチール製の共振空洞が,

7.5 Tの超伝導ソレノイド磁石（Wang NMR社製）の中
に収められており, ここでアクシオン光子変換が起こる。
共振空洞の負荷Q値（共振の鋭さ）は 8万程度である。
これは信号が 8万倍に増幅されることを意味する。共振
空洞内に設置された 2本の銅製の棒が動径方向に移動す
ることで共振空洞の境界条件を変え,共振周波数をスキャ
ンできるようにしている。共振空洞にはエンドキャップ
部分から可変長アンテナが挿入されており, 共振空洞と
アンテナの結合（どれだけのエネルギーをアンテナで拾
うか）を調整できる。運転中は臨界結合および過結合状
態にしてスキャン速度を最大化している6。銅製の棒と
アンテナは室温の検出器最上部に設置されたステッパー
モーターと, 熱伝導率が低いガラス繊維 (G10)で作られ
た長い棒によって接続されている。共振空洞と量子アン
プなどは 800 µW@ 100 mKの冷却性能を持つ希釈冷凍
機 (Janis JDR-800)で 100 mK程度に冷却されている。
超伝導磁石と HFETアンプ (LNF-LNC0.6 2A)は液体
ヘリウムによって 4 K程度に保たれる。図 4に ADMX

実験の簡易的なRFダイアグラムを示す。アンテナで受
信した RF信号は, 信号損失と熱伝導性が共に極めて小

6過結合状態では Q値は劣るが, その分広い範囲の増幅がスキャン速度に効果的に寄与する。
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FIG. 1. Feynman diagram of the inverse Primakoff effect. An axion a converts into
a photon γ by interacting with a virtual photon γ′ in a static magnetic field B through
the fermionic loop. The coupling constant is denoted by gaγγ.

of the cavity. The form factor is defined as the integral of the over-
lap between the electric field of the cavity transverse magnetic (TM)
mode and the external magnetic field generated by the magnet.20 For
any given mode in an empty cylindrical cavity, the TM010 mode has
the highest form factor and the cavity radial dimension corresponds
to approximately one-half of the photon wavelength. In practice, the
geometry of the cavity is more complicated because of the presence
of tuning rods, so simulation is necessary to understand the form
factor.

From Eq. (5), it is clear that experimentalists have several han-
dles, which can be used to optimize the power extracted by the
receiver. The cavity volume, magnetic field, and quality factor can
all be maximized, whereas the remaining parameters (gγ and ρa) are
fixed by nature. The signal-to-noise ratio (SNR) is defined by the
following Dicke radiometer equation:21

S
N = Pa→γγ

kBTsys

√
t
b . (6)

Here, S is the signal, N is the noise, Pa→γγ is the power that would be
deposited in the cavity in the event of an axion signal, kB is the Boltz-
mann constant, Tsys is the system noise temperature, t is the inte-
gration time, and b is the measurement frequency bandwidth. The
total system noise temperature Tsys is composed of cavity blackbody
noise and amplifier noise, which should be minimized to achieve the
highest possible SNR.

III. THE DETECTOR
ADMX is located at the Center for Experimental Nuclear

Physics and Astrophysics (CENPA) at the University of Washing-
ton, Seattle. The ADMX detector consists of several components
collectively referred to as “the insert,” shown in Fig. 2. The insert is
lowered into the bore of a superconducting solenoid magnet, which
is operated typically at just under 8 T, for data-taking operations.

FIG. 2. Schematic of ADMX detector components. The microwave cavity can be
seen at the center with tuning rods. The central cylindrical structure containing the
cavity and electronics that is inserted into the magnet bore is called “the insert.”
Various temperature stages are indicated on the right-hand side. The quantum
amplifier package is thermalized to the microwave cavity.

The cylindrical insert (0.59 m diameter and 3 m height) contains
the microwave cavity, motion control system for the antenna and
cavity tuning rods, cryogenic and quantum electronics, a dilution
refrigerator, a liquid 4He reservoir, a bucking magnet, and the Side-
car cavity and electronics. The insert is designed such that the field
sensitive quantum amplifiers, switches, and circulators are housed
in a field-free region, with a volume 0.22 m height by 0.15 m diame-
ter, provided by a bucking coil. The cavity is inserted concentrically
in the magnet bore to maximize the form factor. The insert also
involves a Cryomech PT60 pulse tube cooler that cools the top of
the insert to 50 K. Below that, a liquid 4He reservoir maintains the
bucking coil and second-stage High Electron Mobility Transistor
(HEMT) amplifiers near 4 K. Two pumped 4He refrigerators were
used: one is thermally tied to themotion control system and the ther-
mal shields surrounding the cavity and counters the thermal load of
moving tuning rods and the other pre-cools the 3He/4He mixture
used in the dilution refrigerator before it enters the still chamber.
The dilution refrigerator mixing chamber is thermally anchored to
both the first-stage cryogenic electronics and the microwave cavity.

A. Magnets
ADMX operated a superconducting magnet22 at 6.8 and 7.6 T,

respectively, for runs 1A and 1B. The magnet requires ∼2000 l of
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図 3: ADMX実験の概要図 [11]。
さい NbTi超伝導 RFケーブル (KEYCOM)にて, 量子
アンプがあるゼロ磁場領域に転送される。現在のADMX

実験では,より広帯域の増幅が可能なDC-SQUIDを 5つ
組み合わせた Josephson Parametric Amplifier (JPA)7

を使用している。RF信号は図 4の JPA Pumpから入力
されるパンプ光と共に JPAに入射し, 四光波混合過程で
増幅される。このときの JPAの共振周波数 (1/

√
LC)は,

DC-SQUIDに流す DC電流によってインダクタンスを
微調整し, 目的の周波数で増幅を起こす。このときのノ
イズはアイドラー環境, すなわち信号周波数から数MHz

以内の黒体放射由来のノイズに支配されており, ADMX

実験の場合は ∼ 100 mK程度である。JPAは極めて磁
場に影響されやすいために, さらに 3層のミューメタル
シールドで覆われている。その結果, JPAのDC-SQUID

を磁場センサーと考えて逆算すると, JPA内部の磁場は
ミリガウス（地磁気の 1/1000）程度にまで抑えられてい
ることが推察されている。RF信号は JPAで約 20 dB増
幅された後, 信号の逆流を抑制するためのサーキュレー
ター (QUINSTAR QCY-G0080121AS)を経て, JPAへ
の熱流入を抑制するための超伝導ケーブルで接続され
た HFET アンプでさらに 40dB 程度増幅, 最終的にス
ズメッキ銅製の RFケーブルで室温まで取り出される。
HFETアンプのノイズは JPAの増幅により相対的に小
さくなり, 全体の 10%, HFET以降のシステムの寄与は

7カリフォルニア大学バークレー校の Siddiqi研究室が ADMX実験のために製作したもの。

Since those axion-photon couplings are expected to be
small, Oð10−17–10−12Þ GeV−1, axions predicted by the
models are called “invisible” axions [27].
To date, only the Axion Dark Matter eXperiment

(ADMX) [28–33] has attained a sensitivity to the DFSZ
model, which is a particularly well-motivated model
because it can be grand unified. ADMX is a haloscope
experiment [1,27,34] searching for axions within the local
halo with a cold resonant cavity immersed in a static
magnetic field. Maxwell’s equations modified to include
the axion-photon interaction imply that an oscillating axion
field (ϕ) in a static magnetic field (B⃗) induces an oscillating
electric current, j⃗a ¼ gaγγB⃗∂tϕ, where gaγγ is the coupling
of the axion to two photons. The electric current j⃗a
oscillates with a frequency E=h, where E is the sum of
the mass (m) and kinetic energy of dark matter axions and h
is the Planck’s constant. E=h ≈mc2=h because halo axions
are nonrelativistic. The induced currents resonantly drive
electromagnetic modes of the cavity with a resonant
frequency equal to the frequency E=h of axion field
oscillations. This signal is extracted by an antenna, ampli-
fied by several amplifiers, and sampled by a digitizer.
Because the power from the axion signal is extremely small
due to the minuscule axion-photon coupling, physical
temperatures, and electronic noise from the amplifiers need
to be as low as possible.
Previous reports by the ADMX collaboration have

excluded masses over 2.7–3.3 μeV for the DFSZ model
[32,33]. This Letter reports results of the search for axions
in the 3.3–4.2 μeV mass range.
The ADMX experimental apparatus consists of a 136l

cylindrical copper-plated stainless steel microwave cavity
in a 7.5 T superconducting magnet. Two movable bulk
copper rods inside the cavity tune its resonant frequency. A
variable depth antenna at the top of the cavity picks up rf
signals inside the cavity. The coupling to the cavity is kept
in a critically or overcoupled state by varying the insertion
depth of the antenna to maximize the sensitivity to axion
signals. A simplified rf diagram for the ADMX apparatus is
shown in Fig. 1. The rf signals extracted from the cavity
pass through two circulators and are amplified by the first
stage amplifier, a Josephson parametric amplifier (JPA)
[35]. The JPA achieves parametric amplification using the
four-wave mixing produced by the nonlinearity of its
SQUID (superconducting quantum interference device)
loops. The JPA exhibits ultralow noise performance, just
above the quantum limit, by adding noise only from the
thermal population of the mode at the idler frequency [36].
The JPA is operated in a phase-preserving mode with a
static current run through a nearby flux loop to bias the
SQUIDs and a pump tone offset by 300 kHz from the
resonant frequency of the cavity. Because the circulators
and the JPA are sensitive to external magnetic fields, they
are placed in a magnetic-field-free region generated by a

bucking coil magnet designed to cancel the stray magnetic
field from the main superconducting magnet. Empirically,
we found that for a fixed bucking coil current, variations
smaller than 0.2 A in the main magnet produced no signi-
ficant changes in the JPA performance. Additionally, the
JPA is inside a three-layer μ-metal shield to attenuate any
remaining fields. By fine-tuning the bias current and pump
power, we achieved a power gain of 15–30 dB across the
frequency range. Amplified rf signals propagate through
two circulators and are further amplified by the second
stage amplifier, a heterostructure field effect transistor
amplifier, model number LNF-LNC0.6_2A [37], placed
at the 4 K stage. At room temperature, these rf signals are
amplified by a heterostructure field effect transistor ampli-
fier, mixed down to 10.7 MHz, and sampled by the
digitizer. The resonant modes of the cavity and the antenna
coupling are monitored by a vector network analyzer via
the weak port and cavity bypass rf lines. A dilution
refrigerator maintained an approximate temperature of
110 mK at the mixing chamber, enabling temperatures
of 150 mK at the cavity and 120 mK at the JPA and
circulators. Further details can be found in Ref. [38].
The power from axion conversion inside the

cavity [27] is

FIG. 1. The ADMX rf diagram. C1, C2, and C3 are circulators.
The JPA is connected with a pump power line via a directional
coupler. The gray-colored rectangular boxes denote cryogenic
attenuators. The switch is connected to the cavity during data
taking, the bypass for the hot load is used for system noise
calibrations.
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図 4: ADMX 実験の簡易的な RF ダイアグラム [10]。
C1, C2, C3はサーキュレータを表す。JPAには方向性結合器（白抜き長方形）によってパンプ光が注入される。
灰色の長方形は温度が高いステージからの黒体放射を遮
断するための減衰器を示す。
1%程度でありほぼ無視できる。室温ではHFETアンプ
でさらに 40dB増幅し, 混合器で 10.7 MHzに変調され,

デジタイザ (Alazar digitizer)で記録される。ハードウェ
アのさらなる詳細は [11]を参考にしていただきたい。

4.2 SAGシステム
ADMX実験では, 人工的に作られたアクシオン信号

(Synthetic Axion Generator: SAG)を図 4に示すWeak

Portから共振空洞に注入し, それを前節で説明した RF

システムで検知することで, RFシステムと解析の正当
性を担保している。SAGは室温にある RF信号発生器
(Agilent 33220A)でマクスウェル分布を再現し, リモー
トコントロール可能な混合器と減衰器を通してDFSZ信
号程度まで減衰させてから共振空洞に注入している。こ
のとき, SAGの周波数とそのパワーは少人数の SAG管
理者によってコントロールされており, 運転者と解析者
には知らされておらず, 厳格なブラインドテストが可能
になっている。
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Cavity haloscope RF読み出し回路
量子アンプ @10mK 
低温アンプを10mKステージに？


→熱を出すので無理


→ 電源がない"passive"な素子使って増幅

3

3.3 量子技術の適用, ワシントン大にて
そのころRosenberg氏は,量子デバイスで著名な John

Clarke 氏の講演を聞き, ADMX 実験のアンプを DC-

SQUIDを用いた量子アンプ（SQUIDアンプ）に置き換
えることを着想した。DC-SQUIDは 2つのジョセフソン
接合を持つループ状の回路であり, 磁束量子以下の極小
磁場に対して非線形な応答をする。SQUIDアンプでは,

アクシオン由来の RF信号をコイルで磁場に変換し, そ
れをDC-SQUIDの非線形性を利用して RF信号に再変
換することで, 極めて低ノイズな増幅を実現する。ノイ
ズ量は素子の物理的温度に比例し, 原理的には不確定性
関係からくる標準量子限界 (∼30 mK at 1 GHz)までの
低ノイズ化が可能である。このノイズ量は従来のHFET

(Heterostructure Field Effect Transistor)アンプに比べ
約 1/10であり, ちょうど DFSZを検出可能な感度を実
現できる。最大の問題は, DC-SQUIDが極端に外部磁場
に弱く, アクシオン光子変換用の印加磁場, O(10 T)を
SQUIDアンプ付近では地磁気, O(1 Gauss)以下に抑え
なければならない点にある。ADMX実験では, 新たな超
伝導磁石を SQUIDアンプの周りに設置し, 逆方向の磁
場を発生させることで磁場をキャンセルする方法を取っ
た。 このシステムの最初の運転では, SQUIDアンプが
機能することを示すことにフォーカスしたため, 希釈冷
凍機は使わずヘリウム蒸発による 1 K程度の温度で運
転された。この結果, SQUIDアンプが想定通り動作す
ることが確認されたため [7], 希釈冷凍機の導入でDFSZ

モデルに感度を持つことを目標とした, “ADMX-Gen2”

へと進むことが決まった。実験サイトは Rosenberg氏
がワシントン大学に移るとともに, ワシントン大学の
CENPA(Center for Experimental Nuclear Physics and

Astrophysics)に移設された。数年に渡るコミッショニ
ングで, 超伝導磁石のクエンチなど多数の問題を乗り越
え, 最終的には想定通り 100 mK 程度へのシステムの
冷却に成功し, ついに実験データの取得にこぎつけた。
2018年, ADMX実験はDFSZモデルに到達したことを
論文に発表した [8]。Peccei・Quinn両氏の着想から実に
41年後のことであった。Sikivie氏のアイデア, Tanner・
Sullivan両氏のRF技術, Rosernberg氏の果てしない情
熱, そして Clarke氏の量子技術が実った瞬間であった。

4 ADMX実験の現在
ADMX 実験が 2018 年に達成した DFSZ モデルへ

の感度は一つの大きなマイルストーンであるが, 探
索したアクシオンの質量範囲は, 狭義の有望な範囲5,

5初期位相 θ > 0.1の preinfrationary modelや postinfrationary
model。

図 2: ワシントン大学の実験サイトにて, DFSZ到達を
祝う ADMXコラボレータたち（2017年）。
O(0.1 µeV)–O(100 µeV）に比べてもたった 0.1%であ
る。道のりは容易ではないが, 今後探索範囲を広げてい
くたびに,常に発見の可能性があるエキサイティングな時
代ともいえる。ADMX実験は 2018年の結果の後, 2019

年に探索範囲を更新している [9]。ここでは ADMX実
験が 2021年に出版した最新の暗黒物質アクシオン探索
結果 [10]を解説する。

4.1 検出器
図 3に ADMX実験の概要図を示す。136 ℓの体積を

持つ銅メッキされたステンレススチール製の共振空洞が,

7.5 Tの超伝導ソレノイド磁石（Wang NMR社製）の中
に収められており, ここでアクシオン光子変換が起こる。
共振空洞の負荷Q値（共振の鋭さ）は 8万程度である。
これは信号が 8万倍に増幅されることを意味する。共振
空洞内に設置された 2本の銅製の棒が動径方向に移動す
ることで共振空洞の境界条件を変え,共振周波数をスキャ
ンできるようにしている。共振空洞にはエンドキャップ
部分から可変長アンテナが挿入されており, 共振空洞と
アンテナの結合（どれだけのエネルギーをアンテナで拾
うか）を調整できる。運転中は臨界結合および過結合状
態にしてスキャン速度を最大化している6。銅製の棒と
アンテナは室温の検出器最上部に設置されたステッパー
モーターと, 熱伝導率が低いガラス繊維 (G10)で作られ
た長い棒によって接続されている。共振空洞と量子アン
プなどは 800 µW@ 100 mKの冷却性能を持つ希釈冷凍
機 (Janis JDR-800)で 100 mK程度に冷却されている。
超伝導磁石と HFETアンプ (LNF-LNC0.6 2A)は液体
ヘリウムによって 4 K程度に保たれる。図 4に ADMX

実験の簡易的なRFダイアグラムを示す。アンテナで受
信した RF信号は, 信号損失と熱伝導性が共に極めて小

6過結合状態では Q値は劣るが, その分広い範囲の増幅がスキャン速度に効果的に寄与する。
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FIG. 1. Feynman diagram of the inverse Primakoff effect. An axion a converts into
a photon γ by interacting with a virtual photon γ′ in a static magnetic field B through
the fermionic loop. The coupling constant is denoted by gaγγ.

of the cavity. The form factor is defined as the integral of the over-
lap between the electric field of the cavity transverse magnetic (TM)
mode and the external magnetic field generated by the magnet.20 For
any given mode in an empty cylindrical cavity, the TM010 mode has
the highest form factor and the cavity radial dimension corresponds
to approximately one-half of the photon wavelength. In practice, the
geometry of the cavity is more complicated because of the presence
of tuning rods, so simulation is necessary to understand the form
factor.

From Eq. (5), it is clear that experimentalists have several han-
dles, which can be used to optimize the power extracted by the
receiver. The cavity volume, magnetic field, and quality factor can
all be maximized, whereas the remaining parameters (gγ and ρa) are
fixed by nature. The signal-to-noise ratio (SNR) is defined by the
following Dicke radiometer equation:21

S
N = Pa→γγ

kBTsys

√
t
b . (6)

Here, S is the signal, N is the noise, Pa→γγ is the power that would be
deposited in the cavity in the event of an axion signal, kB is the Boltz-
mann constant, Tsys is the system noise temperature, t is the inte-
gration time, and b is the measurement frequency bandwidth. The
total system noise temperature Tsys is composed of cavity blackbody
noise and amplifier noise, which should be minimized to achieve the
highest possible SNR.

III. THE DETECTOR
ADMX is located at the Center for Experimental Nuclear

Physics and Astrophysics (CENPA) at the University of Washing-
ton, Seattle. The ADMX detector consists of several components
collectively referred to as “the insert,” shown in Fig. 2. The insert is
lowered into the bore of a superconducting solenoid magnet, which
is operated typically at just under 8 T, for data-taking operations.

FIG. 2. Schematic of ADMX detector components. The microwave cavity can be
seen at the center with tuning rods. The central cylindrical structure containing the
cavity and electronics that is inserted into the magnet bore is called “the insert.”
Various temperature stages are indicated on the right-hand side. The quantum
amplifier package is thermalized to the microwave cavity.

The cylindrical insert (0.59 m diameter and 3 m height) contains
the microwave cavity, motion control system for the antenna and
cavity tuning rods, cryogenic and quantum electronics, a dilution
refrigerator, a liquid 4He reservoir, a bucking magnet, and the Side-
car cavity and electronics. The insert is designed such that the field
sensitive quantum amplifiers, switches, and circulators are housed
in a field-free region, with a volume 0.22 m height by 0.15 m diame-
ter, provided by a bucking coil. The cavity is inserted concentrically
in the magnet bore to maximize the form factor. The insert also
involves a Cryomech PT60 pulse tube cooler that cools the top of
the insert to 50 K. Below that, a liquid 4He reservoir maintains the
bucking coil and second-stage High Electron Mobility Transistor
(HEMT) amplifiers near 4 K. Two pumped 4He refrigerators were
used: one is thermally tied to themotion control system and the ther-
mal shields surrounding the cavity and counters the thermal load of
moving tuning rods and the other pre-cools the 3He/4He mixture
used in the dilution refrigerator before it enters the still chamber.
The dilution refrigerator mixing chamber is thermally anchored to
both the first-stage cryogenic electronics and the microwave cavity.

A. Magnets
ADMX operated a superconducting magnet22 at 6.8 and 7.6 T,

respectively, for runs 1A and 1B. The magnet requires ∼2000 l of
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図 3: ADMX実験の概要図 [11]。
さい NbTi超伝導 RFケーブル (KEYCOM)にて, 量子
アンプがあるゼロ磁場領域に転送される。現在のADMX

実験では,より広帯域の増幅が可能なDC-SQUIDを 5つ
組み合わせた Josephson Parametric Amplifier (JPA)7

を使用している。RF信号は図 4の JPA Pumpから入力
されるパンプ光と共に JPAに入射し, 四光波混合過程で
増幅される。このときの JPAの共振周波数 (1/

√
LC)は,

DC-SQUIDに流す DC電流によってインダクタンスを
微調整し, 目的の周波数で増幅を起こす。このときのノ
イズはアイドラー環境, すなわち信号周波数から数MHz

以内の黒体放射由来のノイズに支配されており, ADMX

実験の場合は ∼ 100 mK程度である。JPAは極めて磁
場に影響されやすいために, さらに 3層のミューメタル
シールドで覆われている。その結果, JPAのDC-SQUID

を磁場センサーと考えて逆算すると, JPA内部の磁場は
ミリガウス（地磁気の 1/1000）程度にまで抑えられてい
ることが推察されている。RF信号は JPAで約 20 dB増
幅された後, 信号の逆流を抑制するためのサーキュレー
ター (QUINSTAR QCY-G0080121AS)を経て, JPAへ
の熱流入を抑制するための超伝導ケーブルで接続され
た HFET アンプでさらに 40dB 程度増幅, 最終的にス
ズメッキ銅製の RFケーブルで室温まで取り出される。
HFETアンプのノイズは JPAの増幅により相対的に小
さくなり, 全体の 10%, HFET以降のシステムの寄与は

7カリフォルニア大学バークレー校の Siddiqi研究室が ADMX実験のために製作したもの。

Since those axion-photon couplings are expected to be
small, Oð10−17–10−12Þ GeV−1, axions predicted by the
models are called “invisible” axions [27].
To date, only the Axion Dark Matter eXperiment

(ADMX) [28–33] has attained a sensitivity to the DFSZ
model, which is a particularly well-motivated model
because it can be grand unified. ADMX is a haloscope
experiment [1,27,34] searching for axions within the local
halo with a cold resonant cavity immersed in a static
magnetic field. Maxwell’s equations modified to include
the axion-photon interaction imply that an oscillating axion
field (ϕ) in a static magnetic field (B⃗) induces an oscillating
electric current, j⃗a ¼ gaγγB⃗∂tϕ, where gaγγ is the coupling
of the axion to two photons. The electric current j⃗a
oscillates with a frequency E=h, where E is the sum of
the mass (m) and kinetic energy of dark matter axions and h
is the Planck’s constant. E=h ≈mc2=h because halo axions
are nonrelativistic. The induced currents resonantly drive
electromagnetic modes of the cavity with a resonant
frequency equal to the frequency E=h of axion field
oscillations. This signal is extracted by an antenna, ampli-
fied by several amplifiers, and sampled by a digitizer.
Because the power from the axion signal is extremely small
due to the minuscule axion-photon coupling, physical
temperatures, and electronic noise from the amplifiers need
to be as low as possible.
Previous reports by the ADMX collaboration have

excluded masses over 2.7–3.3 μeV for the DFSZ model
[32,33]. This Letter reports results of the search for axions
in the 3.3–4.2 μeV mass range.
The ADMX experimental apparatus consists of a 136l

cylindrical copper-plated stainless steel microwave cavity
in a 7.5 T superconducting magnet. Two movable bulk
copper rods inside the cavity tune its resonant frequency. A
variable depth antenna at the top of the cavity picks up rf
signals inside the cavity. The coupling to the cavity is kept
in a critically or overcoupled state by varying the insertion
depth of the antenna to maximize the sensitivity to axion
signals. A simplified rf diagram for the ADMX apparatus is
shown in Fig. 1. The rf signals extracted from the cavity
pass through two circulators and are amplified by the first
stage amplifier, a Josephson parametric amplifier (JPA)
[35]. The JPA achieves parametric amplification using the
four-wave mixing produced by the nonlinearity of its
SQUID (superconducting quantum interference device)
loops. The JPA exhibits ultralow noise performance, just
above the quantum limit, by adding noise only from the
thermal population of the mode at the idler frequency [36].
The JPA is operated in a phase-preserving mode with a
static current run through a nearby flux loop to bias the
SQUIDs and a pump tone offset by 300 kHz from the
resonant frequency of the cavity. Because the circulators
and the JPA are sensitive to external magnetic fields, they
are placed in a magnetic-field-free region generated by a

bucking coil magnet designed to cancel the stray magnetic
field from the main superconducting magnet. Empirically,
we found that for a fixed bucking coil current, variations
smaller than 0.2 A in the main magnet produced no signi-
ficant changes in the JPA performance. Additionally, the
JPA is inside a three-layer μ-metal shield to attenuate any
remaining fields. By fine-tuning the bias current and pump
power, we achieved a power gain of 15–30 dB across the
frequency range. Amplified rf signals propagate through
two circulators and are further amplified by the second
stage amplifier, a heterostructure field effect transistor
amplifier, model number LNF-LNC0.6_2A [37], placed
at the 4 K stage. At room temperature, these rf signals are
amplified by a heterostructure field effect transistor ampli-
fier, mixed down to 10.7 MHz, and sampled by the
digitizer. The resonant modes of the cavity and the antenna
coupling are monitored by a vector network analyzer via
the weak port and cavity bypass rf lines. A dilution
refrigerator maintained an approximate temperature of
110 mK at the mixing chamber, enabling temperatures
of 150 mK at the cavity and 120 mK at the JPA and
circulators. Further details can be found in Ref. [38].
The power from axion conversion inside the

cavity [27] is

FIG. 1. The ADMX rf diagram. C1, C2, and C3 are circulators.
The JPA is connected with a pump power line via a directional
coupler. The gray-colored rectangular boxes denote cryogenic
attenuators. The switch is connected to the cavity during data
taking, the bypass for the hot load is used for system noise
calibrations.
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図 4: ADMX 実験の簡易的な RF ダイアグラム [10]。
C1, C2, C3はサーキュレータを表す。JPAには方向性結合器（白抜き長方形）によってパンプ光が注入される。
灰色の長方形は温度が高いステージからの黒体放射を遮
断するための減衰器を示す。
1%程度でありほぼ無視できる。室温ではHFETアンプ
でさらに 40dB増幅し, 混合器で 10.7 MHzに変調され,

デジタイザ (Alazar digitizer)で記録される。ハードウェ
アのさらなる詳細は [11]を参考にしていただきたい。

4.2 SAGシステム
ADMX実験では, 人工的に作られたアクシオン信号

(Synthetic Axion Generator: SAG)を図 4に示すWeak

Portから共振空洞に注入し, それを前節で説明した RF

システムで検知することで, RFシステムと解析の正当
性を担保している。SAGは室温にある RF信号発生器
(Agilent 33220A)でマクスウェル分布を再現し, リモー
トコントロール可能な混合器と減衰器を通してDFSZ信
号程度まで減衰させてから共振空洞に注入している。こ
のとき, SAGの周波数とそのパワーは少人数の SAG管
理者によってコントロールされており, 運転者と解析者
には知らされておらず, 厳格なブラインドテストが可能
になっている。
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method or operation conditions, ωm can be either the same or
twice the pump frequency ωp.

For further explanation, we present a resonator-based JPA in
Fig. 14(a) as an example. Note that the λ=4 resonator is terminated
with a DC SQUID with a flux bias. As mentioned in Sec. III B, a
DC SQUID is a variable junction whose effective inductance LJ,eff
is given by

LJ,eff (wext) ¼
Φ0

2π

! "2 1
EJ,eff (wext)

¼ Φ0

2π

! "2 1
2EJ

1
cos(wext=2)j j

: (59)

Here, Eq. (14) is used with the assumption that EJ1 ¼ EJ2 ¼ EJ. By
varying the flux bias, we can modulate the inductance [red coil in
Fig. 14(a)]. This type of modulation is called flux pumping.89 Here,
we decompose wext into the DC component wdc

ext and the pump
component wp

ext. We can operate the amplifier in two regimes
depending on wdc

ext:

(1) If wdc
ext ¼ 0 [bias a in Fig. 14(b)], LJ,eff varies quadratically with

wp
ext because 1=cos(x=2) " 1þ x2=8. This results that

ωm ¼ 2ωp, where ωp ¼ ωr. Such a process is called the four-
wave mixing process (ωs, ωI, and two ωp).

(2) For a suitable value of wdc
ext, we can have an appreciable contribu-

tion from the linear term in Eq. (59). Bias b in Fig. 14(b) is an
example of this. In this case, ωm ¼ ωp. The parametric amplifica-
tion of the signals is then achieved by applying a pump tone with
ωp ¼ 2ωr. This process is called the three-wave mixing process
(ωs, ωI, and one ωp). Advantages of this operation are that (i) we
can easily separate the pump tone and the signal in the frequency
domain, and (ii) we can tune ωr by adjusting wdc

ext.

There is another method for the inductance modulation,
called current pumping [green arrows in Fig. 14(a)].90 In this
method, the inductance of a JPA is modulated by applying a large
current, i.e., pumping current, flowing through the Josephson junc-
tions. Roughly speaking, the number of charge carriers, i.e., Cooper
pairs, is locally and partially reduced in a Josephson junction owing
to its weak link nature. Because of this, the charge carriers must

FIG. 14. (a) Josephson Parametric Amplifier (JPA) based on a quarter-wavelength resonator terminated by a DC SQUID for which the tunability is provided by a DC flux
bias Φ. During the amplification process, another frequency tone is generated, called the idler, to satisfy the energy conservation. This type of JPA can be operated by
either a flux pump or a current pump. (b) DC flux bias Φ dependence of ωr . At zero DC bias (bias a), the pump frequency ωp must be the same as ωr to have parametric
amplification, whereas ωp can be 2ωr for an appreciable amount of DC bias (bias b). (c) Pump current Ip dependence of the resonator line shape. As Ip increases, the res-
onance frequency decreases because of the inductive contribution from Ip. (d) Schematic circuit diagrams of a Josephson Traveling-Wave Parametric Amplifier (JTWPA).
The phases of interacting tones can be matched either by resonant structures (in red) or by the periodic modulation of the refractive index, i.e., the junction size. The induc-
tance of this amplifier is modulated by a current pump. (e) Dispersion relation engineered to have a gap at the frequency ωg for phase matching. The long-dashed diagonal
line shows the dispersion relation without the gap. Frequencies a and b are examples of possible pump frequencies at low and high pump currents, respectively.
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the energy spectrum of the qubit accurately as [12]

E01 ⇡ ~!0 + ~�0 cos(⇡nq) , (1)

where nq is the island charge,

~!0 ⇡

p
8ECEJ � EC , (2)

and

2�0

!0
⇡ e�

p
8⇠

h
A⇠3/4 +B⇠1/4

i
, (3)

A =

r
2

⇡

29

81/225/4
⇡ 60.7, (4)

B =

r
2

⇡

25

81/223/4
⇡ 5.37 (5)

controls the magnitude of the charge dependence of the
splitting. We can thus tune the qubit to a given fre-
quency by careful design of the junction area and critical
current density, as well as the total capacitance within
the qubit geometry. One feature of the nonlinearity of
the relationship between E01 and EC and EJ is that the
qubit energy has a periodic dependence on the number
of charges on the island, nq. Incrementing this charge
by one electron switches the state parity as the cosine in
Eq. 1 changes phase by ⇡.
There are two ways to create non-equilibrium quasi-

particles in the qubit islands, as shown in Fig. 1. First,
direct energy deposition in the island produces a hot pair
of quasiparticles, which quickly generate a larger quasi-
particle population as they settle to the superconducting
energy gap. This is the case for photon absorption or
direct collision of particles with the qubit island. Alter-
natively, athermal substrate phonons with energies large
compared to the superconducting gap of the islands will
similarly excite non-equilibrium QPs in the islands. Both
processes lead to the same optimization for collecting
the resulting quasiparticles, but the two energy absorp-
tion methods require di↵erent considerations for external
quantum e�ciency, as described in the following sections.
Phonon coupling—Energetic electrons/holes or optical

phonons created from an inital particle interaction in the
substrate will rapidly downconvert to high energy acous-
tic athermal phonons. These phonons then undergo an-
harmonic decay until their mean free path is on the or-
der of the characteristic size of the substrate [17]. The
phonons will travel ballistically in the substrate until be-
ing absorbed by the active (sensor) and passive (e.g. RF
feedline, ground plane) metal films on the surface of the
substrate. From [18], the characteristic time scale for
these phonon event signals can be approximated by

⌧phonon ⇡
4VdetP

hcdeti f i
absAi

(6)

where Vdet is the volume of the substrate, hcdeti is the
average sound speed in the substrate, Ai is the area of
the ith absorbing material on the detector surface, and

FIG. 1. Schematic of proposed sensor. a) photolithography
mask design for prototype sensor. b) QP energy diagram
showing signal measurement process. From left to right: A
Cooper pair is broken by an incident particle with energy
greater than 2�island and creates QPs in an excited state,
these QPs downconvert releasing phonons and lower energy
QPs, these QPs di↵use until becoming trapped in the lower
gap trap, the QPs then tunnel across the junction until they
recombine or are trapped by an impurity. c) Cross-section of
the sensor shown on top of a substrate (not to scale). Two
possible signal paths are shown: direct absorption of a pho-
ton into the island (blue) or an athermal phonon from the
substrate (black).

f i
abs is the phonon transmission probability between the
substrate and the absorbing material, modeled simply as

fabs = 1� exp


2t

cs⌧B

�
, (7)

where t is the absorber film thickness, cs is the sound
speed in the film, and ⌧�1

B is the quasiparticle pair break-
ing rate, which can be found in [19] for Al and Nb.
There are two signal e�ciency penalties that must be

accounted for in this step. The first is the percentage of
ballistic phonons with energy greater than twice the su-
perconducting bandgap (�) of the sensor material, which
is typically > 95% for common materials [20]. Secondly,
we must account for the percentage of phonons that are
absorbed by the non-instrumented areas of the detector
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Single Phonon Detection for Dark Matter via Quantum Evaporation and Sensing of 3Helium
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Dark matter is five times more abundant than ordinary visible matter in our Universe. While laboratory
searches hunting for dark matter have traditionally focused on the electroweak scale, theories of low mass
hidden sectors motivate new detection techniques. Extending these searches to lower mass ranges, well below
1GeV/c2, poses new challenges as rare interactions with standard model matter transfer progressively less
energy to electrons and nuclei in detectors. Here, we propose an approach based on phonon-assisted quantum
evaporation combined with quantum sensors for detection of desorption events via tracking of spin coherence.
The intent of our proposed dark matter sensors is to extend the parameter space to energy transfers in rare
interactions to as low as a few meV for detection of dark matter particles in the keV/c2 mass range.

Dark matter (DM) direct detection experiments have fo-
cused on detecting Weakly Interacting Massive Particles
(WIMPs) via nuclear recoils (see e.g. Ref. [1] for a review),
where DM with mass in the 100 GeV range deposits energy
by elastic scattering. However, in theories with low-mass hid-
den sectors (called a hidden valley), thermal DM can be much
lighter, even down to a keV in mass where it carries meV of
kinetic energy ( 1

2 mX v
2
X

, with vX ' 10�3
c). As the mass of

the DM drops below approximately 10 GeV, the detection of
rare scattering events with target nuclei falls below detection
thresholds, and target nuclei absorb a very small fraction of
the DM kinetic energy; see Ref. [2] for a review. At lower en-
ergies, electron recoils with energy transfer thresholds in the
1eV range can be detected with sensitive charge coupled de-
vices (CCD) counting electron-hole pairs in semiconductors,
(e.g. [3]) or athermal phonon detectors (e.g. [4]). However,
dark matter events have not yet been observed in these energy
ranges, and it is desirable to probe thermal DM as light as 1
keV. Thus developing systems which can detect rare events
with even lower deposited energy is an important goal.

In solids and liquids the lower energy excitations are gen-
erally phonons [5] (and rotons in superfluid helium [6, 7]).
Ionic crystals (polar materials) are especially interesting as
detectors, since they enable new pathways for interaction with
DM [5, 8–10]. One challenge to sensing these phonons is that
they are itinerant. Initially generated optical phonons rapidly
decay to acoustic phonons, which disperse the deposited en-
ergy throughout the detection medium. The development of
very sensitive and optimized detectors for quasiparticles and
phonons using transition edge sensors (TES) and supercon-
ducting nanowire detectors (SNSPD) is underway [11].

Here we propose an alternative, novel detection concept for
single low-energy phonons based on the quantum sensing of
the spin of 3He atoms which have been evaporated from the
surface of a He van der Waals film coating and ionic crystal.
This is related to earlier proposals based upon He quantum
evaporation [7, 12], though here we consider 3He which is

Dark matter absorber/scattering material

~ 1 meV phonon

Electrodes for trapping and e-/3He movement

van der Waals He film

Enriched  4He 
van der Waals film

Detector substrate

3He atom quantum evaporation

3He diffusion electrons to trap, move 
and aggregate 3He

Detect 3He atoms in 
quantum sensor via e- to 
nuclear spin coupling

FIG. 1. Schematic of the DM detector concept. An interaction with
DM in an ionic crystal generates ⇠1 meV phonons, which impinge
on a surface covered with a van der Waals helium film. The phonon
quantum evaporates a 3He atom from the surface of the film, which is
then collected on the van der Waals film covering the detector struc-
tures. The 3He atoms diffuse until captured by an electron bound to
the helium surface in a CCD-like structure. Periodically the collected
3He atoms are moved with the CCD to a readout device which op-
erates via nuclear spin induced decoherence of an electron in a spin
based quantum sensor.

bound to a 4He surface with an energy of ⇠5 K [13], some-
what less than the ⇠7 K binding of a 4He atom. More impor-
tantly, the nuclear spin of 3He allows its quantum sensing at
the level of single atoms.

A diagram of this concept is shown in Fig. 1. There are
four major steps in the dark matter detector proposed here and
shown in the Figure: (1) production of phonons through the
interaction with dark matter leading to the quantum evapora-
tion of 3He atoms from Andreev bound states [14]; (2) trap-
ping the 3He on the detector surface using electrons bound to
a film of isotopically enriched liquid 4He; (3) collecting and
transporting the electrons and trapped 3He atoms to a detector
structure; and (4) quantum sensing of the 3He atoms through
their nuclear spin. An important feature of this detection con-
cept is the separation of the dark matter absorber (i.e. target,
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Figure 2: Workshop participants populated this table of HEP science targets versus potentially applicable
quantum technologies and explored the use cases at each intersection via key questions listed in appendix D.

4 Prospective Quantum Sensing Technologies

4.1 Atom interferometry
Atom interferometers exploit spatially delocalized quantum states to look for effects varying between differ-
ent positions. In many cases, they additionally leverage quantum superpositions of different internal states
to gain sensitivity to effects varying between atomic energy levels. Atom interferometers offer a pathway to
pursuing many of the science drivers described in Sec. 3, including searches for wavelike dark matter (gen-
eralized scalars, hidden photons, and axions with various couplings to different standard model particles)
in the < 10�12 eV range [54, 55, 56], sub-GeV particle dark matter [57, 58] and dark energy [55, 59, 60];
tests for new long-range wave-like interactions between Standard Model particles (fifth forces) [61, 62];
precision tests of the Standard Model [63, 64]; probes of cosmology via gravitational wave detection in the
mid-band frequency range between LISA and LIGO [56, 65]; and tests of quantum gravity [66, 67] and of
quantum mechanics [68, 69, 70].

Two small atom interferometry projects were funded as DOE QuantISED “Exemplar” experiments. The
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Figure 1. Principle of the itinerant photon detector.

(a) The circuit consists of two microwave modes, a buffer (or-
ange) and a waste (green) coupled to a transmon qubit (blue).
Each mode is well coupled to its own transmission line so that
a photon can enter the device on the left and leave on the
right into the dissipative 50⌦ environment. A pump (purple)
is applied on the Josephson junction to make the three-wave
mixing interaction resonant (Eq. 2). (b) When a photon en-
ters the buffer, the pump converts it via the Josephson non-
linearity (black cross) into one excitation of the qubit and one
photon in the waste. The waste excitation is irreversibly radi-
ated away in the transmission line, so that the reverse three-
wave process cannot occur. The quantum state of the qubit
is measured with a standard dispersive readout via the waste
to detect whether or not a photon arrived while the pump
was on. (c) When a coherent tone drives the waste, the qubit
excitation can combine with waste photons and be released
via the Josephson non-linearity in the buffer, enabling a fast
reset of the detector.

role of the bath, releases the detected photon. The res-
onators are coupled through a Josephson junction in a
bridge transmon configuration [35], and are strongly cou-
pled to transmission lines at a rate b/2⇡ = 1.0 MHz and
w/2⇡ = 2.4 MHz, respectively. A microwave drive, re-
ferred to as the pump, is applied to the transmon qubit
at frequency

!p = !̄q + !e
w � !g

b , (1)

where !̄q is the qubit frequency shifted by the pump
power through the AC-stark effect [36], !e

w and !g
b are the

buffer and waste frequencies conditioned on the qubit be-
ing in its excited state |ei and its ground state |gi, respec-
tively. In the absence of the pump !q/2⇡ = 4.532 GHz,
!g
b/2⇡ = 5.495 GHz and !e

w/2⇡ = 5.770 GHz. The
pumped system is well described by the effective Hamil-
tonian (see [36])

Ĥe↵/~ = g3b̂�̂
†ŵ†

+ g⇤3 b̂
†�̂ŵ, (2)

where g3 is the parametrically activated three-wave mix-
ing rate, and verifies g3 = �⇠p

p
�qb�qw. Here, �qb/2⇡ =

1.02 MHz and �qw/2⇡ = 2.73 MHz are the dispersive cou-
plings of the buffer and waste to the qubit, respectively.

The pump amplitude ⇠p is expressed in units of square
root of photons and is typically smaller than one. The
buffer and waste annihilation operators are denoted b̂ and
ŵ, and �̂ denotes the lowering operator of the qubit. The
itinerant photon to be detected, incident on the buffer,
is converted into a pair of excitations in the qubit and in
the waste by the term b̂�̂†ŵ†. We place ourselves in the
regime where |g3| ⌧ w so that the photon in the waste is
immediately dissipated in the natural environment while
the qubit excitation is stored. Since the waste remains
close to its vacuum state throughout the dynamics, the
reverse process (b̂†�̂ŵ) is effectively inhibited. The sub-
sequent detection of the qubit in the excited state based
on single-shot dispersive readout [37] reveals the transit
of the photon during the detection time (see Figure 1b).

The irreversible buffer-qubit dynamics, arising from
the adiabatic elimination of the waste, is entirely de-
scribed by a single loss operator [36]

L̂ =
p
nlb̂�̂

† , (3)

where the engineered dissipation rate is nl = 4|g3|2/w.
This dissipator is unusual for two reasons. First, it is
non-local [27], since it involves operators from two differ-
ent modes. Second, it is non-linear [38], since it involves
the product of these operators. These properties are at
the heart of the detection process: under the effect of
L̂, the qubit dissipates towards its excited state condi-
tioned (non-linear) on the buffer (non-local) occupation.
As a consequence, the detector is oblivious to the specific
mode-shape of the incoming photons (within the detec-
tor bandwidth) by evacuating the associated entropy into
the unread dissipative channel.

The efficiency ⌘ of the detector is defined as the proba-
bility of detecting the qubit in its excited state assuming a
single incoming photon. For mode-shapes well within the
detector bandwidth (nl +b)/2⇡ = 1.34 MHz and short
compared to the qubit relaxation time, the efficiency is
[36]

⌘ = 4
nlb

(nl + b)
2
. (4)

The efficiency reaches unity for nl = b, when the non-
linear dissipation matches the coupling to the transmis-
sion line.

In practice, we satisfy Eq. (1) by performing a calibra-
tion experiment (Fig. 2a). The pump power is chosen as
the largest that did not induce significant qubit heating,
thus maximizing the efficiency to dark-count ratio. The
chosen pump power leads to nl/2⇡ = 0.370 MHz which
results in an efficiency predicted by Eq. (4) of 80% (red
line of Fig. 2c). The detector efficiency is measured by
varying the amplitude of a calibrated coherent pulse [39]
as shown in Fig. 2b. The measurement is repeated for
increasing pulse length as shown in Fig. 2c. We observe
a smooth dependence of the efficiency as a function of the

○ Buffer resonatorに閉じ込めて時間を稼ぐ


○ 4光波混合で検出  
   Pumpと量子ビット周波数を調節することで掃印可能

https://www.nature.com/articles/ncomms12303
https://arxiv.org/abs/1902.05102
https://arxiv.org/abs/2502.14804
https://arxiv.org/abs/2501.07354


基板 基板
レジスト

基板 基板

パターンを彫る (リソグラフィー)
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○ 基板はシリコンかサファイヤの単結晶。小さい誘導損失。


○ レジスト (表面を蒸着やエッチングから保護する有機物の層) を塗る。


○ レーザーか電子線ビームを露光。


○ 感光したところは現像液で洗い流せる。

レーザー (パターン大きさ>1µm)  
or 電子ビーム (<1µm)

※ポジのレジストのとき。ネガだと感光してないとこが現像で落ちる。



蒸着

蒸発させた金属のガスに晒す → 薄膜できる 
   スパッタ: 全面につく,   電子線: 指向性を持った蒸着が可能 

最後に化学的にレジストを除去してパターンのみ残る 
    リフトオフ:               剥離液でレジスト溶かし基板・レジスト界面を切り離す 
    プラズマアッシング:   酸素プラズマ→O3ラジカルがレジストと反応・剥がす → 吸い出す

基板

蒸発

蒸着材料
電子ビーム

基板

金属薄膜
リフトオフで 
上の金属ごと除去
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Josephson junctionの形成 Al-AlOx-Alの場合

蒸着材料 (Al) 電子ビーム

基板

Al

基板

Al
AlOx

蒸着材料 (Al)
電子ビーム

基板

Al

Al
AlOx

高真空 高真空酸素導入 
Al薄膜を酸化

O2
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斜め蒸着

一斉に蒸着するとパターン全体がJJになってしまう。 

大きすぎるとショートしやすい (<1µm2くらいの面積に収めたい) 

→ 電子ビームを用いて指向性蒸着を複数回やる

61

レジストの壁が影とならない 
場所のみ蒸着される

Kyoto Quantum meeting Yuya Mino

❖ ジョセフソンジャンクション(JJ)は金属 - 酸化膜 - 金属で構成 
‣ 酸化膜は薄い(~1 nm)ため、面積が大きいとショートする可能性がある 
➡ なるべく面積は小さくしてショートを防ぎたい

12

Shadow Evaporation (斜め蒸着)

❖ 金属を蒸着しない場所をレジストで保護 ➡ 金属を斜めに蒸着する 
‣蒸着方向を変えることで交差する場所のみが JJ に

ジョセフソン
ジャンクション

Kyoto Quantum meeting Yuya Mino

❖ ジョセフソンジャンクション(JJ)は金属 - 酸化膜 - 金属で構成 
‣ 酸化膜は薄い(~1 nm)ため、面積が大きいとショートする可能性がある 
➡ なるべく面積は小さくしてショートを防ぎたい

12

Shadow Evaporation (斜め蒸着)

❖ 金属を蒸着しない場所をレジストで保護 ➡ 金属を斜めに蒸着する 
‣蒸着方向を変えることで交差する場所のみが JJ に

ジョセフソン
ジャンクション
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クトルは (|g⟩ − i |e⟩)/
√
2に移される（図 5.4左）。その後ある一定時間 τ、我々は何も

せず量子ビットは自由に時間発展をする。環境に何もノイズがなければ、Blochベクト
ルはこの間なにも変化を受けないが、現実には様々な環境由来のノイズによってBloch

ベクトルが時間発展をする（図 5.4中央）。そして最後に、再び π/2パルスを照射する
と、xy平面内の時間発展が xz平面に移される（図 5.4右）。ここに至り、量子ビット
の位相の時間発展を sz、すなわち量子ビットの基底状態あるいは励起状態の占有確率に転写することができた。もし一切の緩和や位相のドリフトがなければ最後の π/2パ
ルスによって sz = 1が得られるが、位相緩和がある場合には τ が長くなるにつれて szが（量子ビットの遷移周波数の回転系では）指数関数的に減衰しゼロへ収束し、駆動電
磁波の強度ゆらぎなどによる位相ドリフトがある場合には、τ に対し位相ドリフトに特
徴的な時間スケールで sz が変動する。

5.4 スピンエコー法
スピンエコー法（spin-echo）とは、ある一定の条件下で上記のような位相ドリフト

の効果を打ち消すような量子ビットの制御シークエンスのことである。基本的なアイデ
アはシンプルである。位相ドリフトはBloch球上での z軸まわりの回転とみることがで
きるが、もし位相ドリフトが十分ゆっくりであれば、Rabi振動で回転角がちょうど π

となる πパルスを量子ビットに作用させることで、位相ドリフトを「巻き戻す」ことが
できる。例えば精密な πパルスを作用させたいときに、少量の z軸まわりの回転が入り
込んでしまうと、それが πパルスの精密さに限界を与えてしまう。スピンエコー法は、
このような場合に z軸まわりの回転の影響をキャンセルするのに有用である。
このために、スピンエコー法では本来 πパルスであるべき制御シークエンスを、時

間 τ だけ間隔をあけた二つの π/2パルスに分割し、二つのパルスのちょうど中間、τ/2
だけ経過したタイミングに π パルスを挿入する。はじめ量子ビットが |g⟩にあるとす
ると、初めの π/2パルスで |−i⟩状態に遷移し、その後 τ/2だけ位相ドリフトが生じる
（図 5.5、上段左・中央）。次の πパルスによって y軸まわりにBlochベクトルが回転し

図 5.4: Ramsey干渉の概略

90°倒す 放置 同じ軸でまた90°倒す
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○ 何もなければ (rotation frameで) 回転せず止まってる


○ なんかあると横回転する


    - Qubit周波数のドリフト     e.g. 放置期間中にマイクロ波光子がやってくる → ac Stark shift


    - 前段が完全にπ/2回転になってなかった   e.g. ac Stark shiftのせいで打ったdriveが完全に共鳴してない


    - ノイズによる位相ドリフト

   etc.
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となる πパルスを量子ビットに作用させることで、位相ドリフトを「巻き戻す」ことが
できる。例えば精密な πパルスを作用させたいときに、少量の z軸まわりの回転が入り
込んでしまうと、それが πパルスの精密さに限界を与えてしまう。スピンエコー法は、
このような場合に z軸まわりの回転の影響をキャンセルするのに有用である。
このために、スピンエコー法では本来 πパルスであるべき制御シークエンスを、時

間 τ だけ間隔をあけた二つの π/2パルスに分割し、二つのパルスのちょうど中間、τ/2
だけ経過したタイミングに π パルスを挿入する。はじめ量子ビットが |g⟩にあるとす
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√
2に移される（図 5.4左）。その後ある一定時間 τ、我々は何も
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磁波の強度ゆらぎなどによる位相ドリフトがある場合には、τ に対し位相ドリフトに特
徴的な時間スケールで sz が変動する。

5.4 スピンエコー法
スピンエコー法（spin-echo）とは、ある一定の条件下で上記のような位相ドリフト
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きるが、もし位相ドリフトが十分ゆっくりであれば、Rabi振動で回転角がちょうど π

となる πパルスを量子ビットに作用させることで、位相ドリフトを「巻き戻す」ことが
できる。例えば精密な πパルスを作用させたいときに、少量の z軸まわりの回転が入り
込んでしまうと、それが πパルスの精密さに限界を与えてしまう。スピンエコー法は、
このような場合に z軸まわりの回転の影響をキャンセルするのに有用である。
このために、スピンエコー法では本来 πパルスであるべき制御シークエンスを、時

間 τ だけ間隔をあけた二つの π/2パルスに分割し、二つのパルスのちょうど中間、τ/2
だけ経過したタイミングに π パルスを挿入する。はじめ量子ビットが |g⟩にあるとす
ると、初めの π/2パルスで |−i⟩状態に遷移し、その後 τ/2だけ位相ドリフトが生じる
（図 5.5、上段左・中央）。次の πパルスによって y軸まわりにBlochベクトルが回転し

図 5.4: Ramsey干渉の概略

90°倒す 同じ軸でまた90°倒す

放置期間中に稼いだ横回転角

がz軸に投影される

e.g. 横回転なし→|e>


       90°横回転 → (|g>+|e>)/√2


     180°横回転 → |g>

○ 何もなければ (rotation frameで) 回転せず止まってる


○ なんかあると横回転する


    - Qubit周波数のドリフト    


    - 前段が完全にπ/2回転になってなかった 


    - ノイズによる位相ドリフト

   etc.

放置
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Drive pulseを100MHz detuneしたときの測定結果
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を境界条件
1. V = 0 (y = 0)

2. V = 0 (y = a)

3. V = V0 (x = 0)

4. V → 0 (x → ∞)

のもとで解かなければならない。（最後の条件は問題文にあらわに述べられていないが、 x = 0 の ”ホットな”板から遠く離れれば離れるほどポテンシャルはゼロに落ちるはず であるという，物理的な理由により必要である。）ポテンシャルがすべての境界上で指定されているので答えは一意に決まる。最初のステップは, 解を二つの関数の積
V (x, y) = X(x)Y (y)

の形に求めることである。一見するとこれは解に不合理な制限をかけているように思 われる。圧倒的多数のラプラス方程式の解はこのような形をしていないからである。 た とえば V (x, y) = (5x+ 6y) は式 3.20 を満足するが, x の関数と y の関数の積として表すことはできない。あきらかに,この方法で得られるものはあらゆる解のうちのほん の一部分だけであり，得られた解の一つがたまたま考えている問題の境界条件を満た すことは奇跡に近いだろう。しかし，じつは変数分離で得られた解は実際に非常に特別 なものであり，これらを貼り合わせることによって一般解が構成できることが後でわ かる。とにかく, 式 3.22 を式 3.20 に代入すると
Y
d2X

dx2
+X

d2Y

dy2
= 0

を得る。次のステップは ”変数を分離する”（つまり， x に依存する項と y に依存する項をそれぞれまとめる）ことである。一般には，両辺を V で割って
1

X

d2X

dx2
+

1

Y

d2Y

dy2
= 0

とすればよい、 ここで，第一項は x のみに依存し第二項は y のみに依存する。言い換え ると，方程式が
f(x) + g(y) = 0

の形に求まった。ここで、この式が成立するためには f と g が両方とも定数でなけれ ばならない。もしも y を固定しつつ x を変化したときに f(x) が変化したとすると，和 f(x) + g(y) も変化してしまう。これは
1
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○ 2-cell cavity: 平行・反平行モードが緩く縮退 (~MHz)


○ 低い方のモードに光溜める → 重力波来たら高い方に励起 → ヘテロダイン検出


○ Mechanical振動の励起と磁場転換の2つのチャネルがあるが前者がdominant


○ 振動励起はQ値が悪いため, off-resonanceでも有力な感度


○ GHz以上は量子ビットでsingle photon detection?

 Berlin et al. (2023)
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FIG. 1. Cartoon of a two-spherical-cell setup, illustrating the two coexisting signals. The pump mode E0 of the cavity is driven at

frequency !0 ⇠ 1 GHz (orange). The incoming gravitational wave of frequency !g either directly couples to the electromagnetic

fields (left inset) or indirectly by exciting the mechanical vibrational modes at frequencies !p (right inset), thereby sourcing

electromagnetic power at !0 ± !g. Thus, the signal mode E1 at frequency !1 is resonantly excited if !g ' |!1 � !0|, which is

read out by a directional coupler centered around !1. The mode profiles of the mechanical vibrations (as indicated by the solid

boundary of the cells) and the electromagnetic modes (orange and blue lines) are shown for an optimal configuration. A scan

across various gravitational wave frequencies amounts to tuning the electromagnetic frequency di↵erence !1 � !0, which can

be performed by, e.g., varying the diameter of the central aperture connecting the two cells.

parameter space in the 10 kHz to GHz range. The large quality factors Q ⇠ 1011 of SRF cavities allow them to act

as e�cient converters of mechanical to EM energy and operate with much smaller readout noise than the mechanical-

EM transducers employed in modern Weber bar experiments [37–40]. In this sense, the optimal setup described here

functions as a Weber bar with significantly reduced EM noise, resulting in increased sensitivity to GW frequencies

that are outside the bandwidth of the mechanical resonance. This is discussed in more detail in Sec. VI. As a result,

even for fixed EM frequency splittings, in which case most GW frequencies can only excite the signal o↵ resonance,

the reduced EM noise allows this setup to potentially operate as an exquisite broadband detector of high-frequency

GWs. In this case, such a search has the added benefit of being sensitive to transient signals that would otherwise be

missed by a scanning experiment. For the analysis in this paper, we will consider spherical-cell SRF cavities (such as

those employed in the MAGO prototype), since their enhanced symmetry allows greater coverage of the GW sky as

well as the availability of analytic results for the various mode profiles.1 However, this setup can be applied to any

cavity geometry, including the elliptical cavities currently used for state-of-the-art SRF systems.

Compared to previous work, we introduce three new results: 1) we compute a new source of signal from the direct

coupling between the GW and the EM energy in the cavity, 2) we discuss the sensitivity of a broadband operation

of the experimental apparatus, where the parameters of the cavity are not resonantly tuned to the GW frequency,

and 3) we analytically determine the GW-mechanical and mechanical-EM coupling for spherical cavities, allowing us

to estimate the sensitivity as a function of the GW’s polarization and direction of propagation. The outline of this

paper is as follows. In Sec. II, we discuss signals arising from either the GW-mechanical or GW-EM coupling. In

1 Spherical Weber bars have been studied in, e.g., Refs. [41–46].
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FIG. 6. The strain-equivalent noise Snoise
h , as discussed in Sec. VI. The purple regions and contours correspond to such strain

noise for mechanical signals in a MAGO-like setup in the same configurations as discussed in Fig. 5. The solid gray lines

correspond to measured strain noise of existing experiments, such as LIGO-Virgo [67], AURIGA [39, 62], MiniGRAIL [46],

and the Holometer experiment [17]. In dashed or dotted gray are projections of strain noise in bulk acoustic wave (BAW)

resonators [18] and other proposals including meter-sized levitated dielectric stacks [70] and LC circuits (assuming parameters

comparable to the upcoming DMRadio-m3 axion dark matter experiment [71] and a specialized readout architecture [48]).

is independent of choices regarding scan strategies and observation time, and it can be used to determine the reach

by noting that the ratio of signal and noise PSDs is Ssig/Snoise = Sh/Snoise

h , where Sh is the PSD of the GW strain

hTT in the TT frame. To determine Snoise

h , we define the “transfer function” T as the ratio between the signal power

and GW PSDs, Ssig(!0 + !g) = T Sh(!g), for a non-coherent GW source (i.e., one whose coherence time is much

shorter than the cavity ringup time). Since Eq. (8) was derived assuming a monochromatic GW source, Ssig must

be rederived assuming a spectrally broad signal. This is done in detail in Appendix E, which shows that the transfer

function of a MAGO-like experiment is given by

T '
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, (26)

where !sig
p and Qsig

p are fixed to the frequency and quality factor of the lowest-lying spin-2 mechanical resonance. The

expression above can be used to convert the noise power PSDs of Sec. IV to e↵ective noise strain PSDs, Snoise

h (!g) =

Snoise(!0 +!g) / T . This is done in Fig. 6, which shows the projections for existing and proposed experimental setups

phrased in terms of (Snoise

h )1/2.

Similar to Eqs. (23)�(25), we give analytic results for Snoise

h in the case that a single noise source dominates

and that the signal arises from a GW driving the first mechanical mode at a frequency much above its resonance,

!g � !sig
p ⇠ 10 kHz. Analogous to Eq. (23), for a mechanical-noise limited setup (e.g., for !g ⌧ 1 MHz),
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Opto-mechで量子的な振動励起をそのまま見る？

○ 単一振動子励起はもう見えてる

   重力波による強制振動にも感度あるはず


○ 軽いWIMPにも応用可能か

   軽すぎて原子核/電子反跳ではなく

   フォノンなどに緩和する → 振動子励起

potential with a small number of states in the left-hand well, the two
lowest being the qubit states jgæ and jeæ, separated from the right-
hand well by a barrier whose height changes with flux bias. When the
mechanical resonator is driven on resonance at higher excitation
powers, there is sufficient energy to excite the qubit over the barrier
and into the right-hand well, yielding a large value for Pe even when
the qubit energy-level spacing is not resonant with the resonator. This
effect is pronounced at higher positive flux bias, for which the left-
hand well is shallower, and generates the distinct horizontal line in
the right-hand panel of Fig. 3b. From this line, we obtain a precise
determination of the resonator frequency, fr5 6.175GHz. We note
further that the resonator frequency seen in this higher-power mea-
surement agrees with that revealed in the lower-powermeasurement,
as expected for a harmonic response.

These spectroscopic measurements are useful in probing the res-
onant modes of our circuit. However, although the qubit is a
quantum device, the measurement is essentially classical, revealing
little about the quantum behaviour of the mechanical resonator. We
therefore performed an additional experiment, using the qubit to
probe the energy state of the resonator when no microwave signal
was applied—essentially using the qubit as a quantum thermometer.
This allowed us to verify with high precision that the resonator is
actually in its ground state.

We initially prepared the qubit in its ground state, jgæ, with a
jgæ« jeæ transition frequency of 5.44GHz, which is well out of res-
onance with the resonator and effectively turns off the qubit–
resonator interaction. We then applied a flux-bias pulse to bring
the qubit to within D5 fq2 fr of the resonator frequency, and kept
the qubit at this frequency for 1 ms. After returning the qubit to its
original frequency, we measured the excited-state probability, Pe, as
shown in Fig. 4. The qubit remains in its ground state for all values of
D, with no detectable increase in Pe from its baseline value of 4%,

even at resonance (D5 0). In Fig. 4, we also display numerical pre-
dictions for the expected qubit Pe for a range of resonator phonon
occupations, Ænæ. The expected response has a peak near zero detun-
ing and exceeds the measured response by a substantial amount even
for small Ænæ. We obtain a very conservative upper limit for the
thermal occupation, Ænæmax, 0.07 (Supplementary Information).

As a check, we performed the same experiment but, just before
measuring the qubit, applied a microwave pulse to swap the popula-
tions of the qubit states jgæ and jeæ. After this swap, the probability Pe
is about 92%, independent of D, again demonstrating negligible
additional excitation of the qubit; a little additional excitation would
cause Pe to decrease near D5 0.

This null result demonstrates that the resonator phonon occu-
pation, Ænæ, is much less than one; that is, the resonator is with high
probability in its quantum ground state.

Quantum excitations

We next used our time-domain control of the qubit to create and
measure individual quantum excitations in the resonator, allowing
us then tomeasure the resonator’s single-excitation energy relaxation
time and phase coherence time. We first characterized the qubit’s
energy relaxation time, T1q, using the standard Rabi decay tech-
nique23, described in detail in Supplementary Information. From this
measurement, we find that T1q< 17 ns. This is significantly less than
the time for our typical qubits31, T1q< 500 ns, which we attribute
here to dielectric dissipation in the aluminium nitride and the device
substrate34.

Despite the relatively small T1q, the qubit coherence time was
sufficient for us to perform quantum operations on the resonator.
The coupling strength between the qubit and the resonator was fixed
atV5 2g/h< 124MHz, as discussed above. When the qubit and the
resonator are tuned on-resonance, energy will be exchanged
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Figure 2 | Coupled qubit–resonator. a, Optical micrograph of the
mechanical resonator coupled to the qubit (blemishes removed for clarity);
fabrication details are in Supplementary Information. b, Circuit
representation. The Josephson junction is represented by a cross, with
parallel loop inductance Lq and capacitance Cq, the latter including the
parallel combination of a 1-pF interdigitated shunting capacitor and the
junction capacitance (not shown). The resonator has C05 0.2 pF scaling
from the geometry and the AlN thickness of 300 nm, with coupling
capacitance Cc< 0.5 pF. The capacitor with Cx5 0.5 fF is used to couple
external microwave signals to the resonator. The junction is modulated by
magnetic flux applied through the flux-bias wire (FB), which controls the
qubit |gæ« |eæ transition frequency. Microwave excitation of the qubit is
also through FB. The shunting capacitor and the coupling capacitor Cc

include a number of crossover shorting straps to eliminate potential
electrical resonances. c, Qubit spectroscopy pulse sequence. The qubit (blue)
is tuned to within D5 fq2 fr of the resonator (red) and a 1-ms microwave
tone is applied to the qubit; the qubit state is then measured (Meas.) in a
single-shot manner using a flux-bias pulse, from which the excited-state
probability, Pe, is evaluated. d, Qubit spectroscopy, showing Pe as a function
of qubit frequency (expressed in terms of flux bias) and microwave
frequency. The qubit frequency behaves as expected, with a prominent
splitting as the qubit is tuned through the resonator frequency,
fr5 6.17GHz. a.u., arbitrary units. e, Enlarged view of the dashed box in
d. The horizontal dash–dot line shows the resonator frequency, fr, and the
dashed lines show the fit to the coupled mode frequencies, with fitted
coupling frequency V5 2g/h< 124MHz.
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structure and subsequently patterning the qubit. The fabrication pro-
cess involved 13 layers of lithography, including metal and dielectric
deposition and etching steps (Supplementary Information). In the last
step, the device was exposed to xenon difluoride gas to release the
mechanical resonator. A photomicrograph of a completed device is
shown in Fig. 2.

Our quantum electrical circuit is a Josephson phase qubit23,24,30

comprising a Josephson junction shunted in parallel by a capacitor
and an inductor. The qubit can be approximated as a two-level
quantum system with a ground state, jgæ, and an excited state, jeæ,
separated in energy from jgæ by DE, whose transition frequency,
fq5DE/h, can be set between 5 and 10GHz. The qubit frequency is
precisely controlled by a current bias, which is applied using an
externalmagnetic flux coupled through the parallel inductor. The state
of the qubit ismeasured using a single-shot procedure23; accumulating
,1,000 such measurements allows us to determine the excited-state
occupation probability, Pe (Supplementary Information). We have
previously used the phase qubit to perform one- and two-qubit gate
operations24, to measure and quantum-control photons in an electro-
magnetic resonator27,28 and to demonstrate the violation of a Bell
inequality31. Here the qubit and the mechanical resonator are coupled
through an interdigitated capacitor of capacitance Cc< 0.5 pF, to
maximize the coupling strength between thequbit and resonatorwhile
not overloading the qubit. The coupled system can be modelled using
the Jaynes–Cummings Hamiltonian32, allowing us to estimate the
coupling energy, g, between the mechanical resonator and the qubit.
This energy involves the coupling capacitance as well as the electrical
andmechanical properties of themechanical resonator, as described in
ref. 5; the corresponding coupling frequency is designed to beV5 2g/
h< 110MHz. The equivalent electrical circuit for the combined res-
onator and qubit is shown in Fig. 2b.

Quantum ground state

The completed device was mounted on the mixing chamber of a
dilution refrigerator and cooled to T< 25mK. At this temperature,
both the qubit and the resonator should occupy their quantum

ground states. To study the cooled device, we performed microwave
qubit spectroscopy23 to reveal the resonant frequencies of the com-
bined system, using the pulse sequence shown in Fig. 2c. We mea-
sured the excited-state probability, Pe, as a function of the qubit
frequency and the microwave excitation frequency, as shown in
Fig. 2d. The qubit frequency tunes as expected23,30 and displays the
characteristic level avoidance of a coupled system as its frequency
crosses the fixed mechanical resonator frequency, fr. Similar observa-
tions have been made using optomechanical systems33.

We note that themechanical resonator produces two features in the
classical transmission measurement shown in Fig. 1d, generating a
maximum (at fr) and a minimum (at fs) in the response. When
coupled andmeasuredusing the qubit as in Fig. 2, the lower-frequency
resonance, at fs, does not produce a response, as this resonance does
not correspond to a sustainable excitation of the complete circuit.
However, the higher-frequency feature, at fr, does sustain such excita-
tions and thus appears in the spectroscopic measurement.

To determine the coupling strength between the qubit and the
mechanical resonator, we fitted the detailed behaviour near the level
avoidance, as shown in Fig. 2e. The fitted qubit–resonator coupling
strength, V< 124MHz, corresponds to an energy transfer (Rabi-
swap) time of about 4.0 ns, and is in reasonable agreement with
our design value.

We then performed a second spectroscopy measurement, similar
to the qubit spectroscopy but coupling the microwaves to the mech-
anical resonator through the capacitor of capacitance Cx shown in
Fig. 2b, rather than to the qubit. In thismeasurement, shown in Fig. 3,
the mechanical resonator acts as a narrow band-pass filter, so signifi-
cant qubit excitation (large Pe) should only occur near the mech-
anical resonance frequency, fr, as observed. In general, the spectrum
looks very similar to that measured while exciting the qubit, provid-
ing strong support that the fixed resonance is indeed due to the
mechanical resonator.

For higher-power microwave excitations, a new feature emerges in
the resonator spectroscopy, as shown in Fig. 3b. The qubit, although
approximated as a two-level system, actually has a double-well
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Figure 1 | Dilatational resonator. a, Scanning electron micrograph of a
suspended film bulk acoustic resonator. Details on the fabrication of the
resonator appear in Supplementary Information. The mechanical structure
was released from the substrate by exposing the device to xenon difluoride,
which isotropically etches any exposed silicon; the suspended structure
comprises, from bottom to top, 150 nm SiO2, 130 nm Al, 330 nm AlN and
130 nm Al. The dashed box indicates the mechanically active part of
structure. b, Fundamental dilatational resonant mode for the mechanically
active part of the resonator. The thickness of the structure changes through
the oscillation cycle. c, Equivalent lumped-element circuit representation of
the mechanical resonator, based on a modified van Dyke–Butterworth
model26,38. This circuit includes a series-connected equivalent mechanical
inductance Lm and capacitance Cm and a parallel geometric capacitance C0,
with mechanical dissipation modelled as Rm and dielectric loss as R0.
d, Measured classical transmission, |S21 | (blue), and fit (red) of a typical
mechanical resonance. The transmission has two features: one, at the

frequency fs< 1/2p
ffiffiffiffiffiffiffiffiffiffiffiffi
LmCm

p
< 6.07GHz, due to the series resonance of the

equivalent mechanical components Lm and Cm, and one, at the slightly
higher frequency fr< 1/2p

ffiffiffiffiffiffiffiffiffiffiffi
LmCs

p
< 6.10GHz, due to Lm and the equivalent

capacitance, Cs, of the capacitors Cm and C0 in series. These expressions are
approximate, as they do not take into account the effect of the dissipative
elements and external circuit loading. Inset, equivalent circuit for the
resonator (Z, as shown in c) embedded in the measurement circuit,
including two on-chip external coupling capacitors with Cx5 37 fF and an
inductive element with Ls< 1 nH that accounts for stray on-chip wiring
inductance. Measurement is done using a calibrated network analyser that
measures the transmission from port 1 to port 2. We calculate C05 0.19 pF
scaling from the geometry, and from the fit we obtain Cm5 0.655 fF,
Lm5 1.043mH, Rm5 146V and R05 8V. These values are compatible with
the geometry and measured properties of AlN29. We calculate a mechanical
quality factor of Q< 260 and a piezoelectric coupling coefficient of
k2eff < 1.2% (ref. 38).
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FIG. 4. Projected 90%C.L. upper limits on the dark matter–
nucleon cross-section at ODIN assuming a run time of 100
days.

matter e↵ects also become relevant and Refs. [42, 44] did
not calculate bounds in this regime; however, similar con-
straints are expected to apply. Models of dark matter in
this mass range generally feature an additional light par-
ticle that mediates the interaction with baryons2. There
are strong bounds on such a mediator from stellar cool-
ing, big bang nucleosynthesis, fifth force experiments,
and meson decays (see e.g. [47] for a review). These
model-dependent bounds do not directly constrain the
parameter space in fig. 4, but will be relevant when inter-
preting our projections in the context of specific models.
Further discussion of existing bounds on keV–MeV mass
dark matter is provided in appendix J.

In the improved scenario (green curve in fig. 4), our
proposed detector could be sensitive to unexplored pa-
rameter space in models with a light mediator. For a
dark matter mass of m� = 100 keV the increase in sen-
sitivity over current cosmological bounds is over three
orders of magnitude. For models with a heavy mediator,
the improved experiment would explore new parameter
space for dark matter masses below 10 keV.

Conventional large-scale dark matter detectors typi-
cally operate underground to mitigate the cosmogenic
background. Here, due to the relatively large cross-
sections being considered, an underground experiment
would need to carefully consider the shielding impact of
the overburden. In the baseline scenario, ODIN would
ideally operate in a shallow, sub-surface location; how-
ever, future systems with improved sensitivity would

need to be deployed in deep underground laboratories.

V. DISCUSSION

The use of optomechanical systems is a promising
new frontier in the direct detection of dark matter [26–
29, 48, 49]. Here, we proposed the Optomechanical Dark-
matter INstrument (ODIN), a direct detection experi-
ment sensitive to dark matter-nucleon scattering for keV
masses. This would provide access to an unexplored mass
range, well below the & 100MeV probed by current di-
rect detection experiments. ODIN is based on dark mat-
ter scattering o↵ a highly populated phonon mode in an
optomechanical cavity filled with superfluid helium. In-
terestingly, the system’s sensitivity is primarily depen-
dent on phonon density rather than target volume, in
contrast to existing systems. This feature may enable
compact, low-cost detectors, with the ability to perform
lock-in dark matter detection by periodically depopulat-
ing the phonon mode.
ODIN is inherently directional, sensitive only to scat-

tering events where the momentum transfer is aligned
with the longitudinal axis of the cavity. A detailed study
of the daily modulation of the dark matter signal will
therefore be important for a future experiment. Further-
more, it would be interesting to explore alternative detec-
tor configurations, possibly involving multiple cavities, to
further leverage this directionality.
The methods in this paper may have broader ap-

plicability, for example to gravitational wave detec-
tion [50, 51]. It might also be possible to achieve highly
populated non-thermal phonon modes in crystals to en-
hance the scattering rate in solid-state direct detection
experiments. We hope to explore these ideas in future
work.
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section and there is no model-independent way to translate this
to a bound on the direct detection cross-section, as discussed
in [44]. In fig. 4 we show an approximate bound that assumes
the cross-sections are related by a näıve v�4 scaling.

2 The dark matter would otherwise have been in equilibrium with

the baryons at early times and hence in conflict with the upper
bound on the number of relativistic degrees of freedom during
BBN [45, 46].

Baker et al. (2023)

(swapped) between the two at this frequency, with unit probability.
When the qubit is detuned from the resonator by a frequency
D5 fq2 fr, the swap frequency increases to

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2zD2

p
but the trans-

fer probability should be reduced to V2/(V21D2).
We generated an excitation in the resonator by first exciting the

qubit and then swapping the excitation to the resonator, using the
pulse sequence shown in Fig. 5a. The qubit was excited from jgæ to jeæ
with a p-pulse while the qubit was at its resting frequency of
5.44GHz, detuned by D52735MHz from the resonator. We then
increased the qubit frequency towards the resonator frequency, per-
forming the experiment for interaction detunings, D, ranging from
2150MHz to 190MHz. After a variable delay, the qubit was
returned to its resting frequency and its excited-state probability,
Pe, was measured. This response was mapped out as a function of
delay, t, and detuning, D, yielding the data in Fig. 5b (left, simulated
data; right, experimental data). Experiment and simulation are in
good agreement. When the qubit frequency is close to that of the
resonator, we observe oscillations in Pe(t). The oscillation period is
longest at resonance (D5 0) and shortest at the largest values of jDj,
as anticipated; we fit the sequence of local maxima in Pe, as a function
of t and D, to the expected Lorentzian dependence of the swap
period, as shown by the dash–dot lines in Fig. 5b. The corresponding
minimum swap frequency is found to be V5 132MHz, which is
close to that determined from spectroscopy.

The amplitudes of the swap oscillations in Pe for D, 0 are seen to
be smaller than the corresponding amplitudes forD. 0, not display-
ing the expected symmetric dependence of the transfer probability.
This is due to the non-zero rise and fall times (,1 ns) of the fre-
quency-tuning pulse, which yields a higher swap efficiency for larger
values of D. The qubit–resonator swap is initiated as the tuning pulse
brings the qubit towards the resonator, swapping some of the qubit
excitation into the resonator before the qubit is at the interaction
frequency, and further continuing the swap when the qubit is return-
ing to its resting frequency. This causes an interference that affects the

swap visibility, with a reduction for small values of D, where the
frequency tuning is proportionally more adiabatic than for larger
values of D. Hence, the exchange probability is maximized35,36 for
larger values of D. The simulations, which use trapezoidal tuning
pulses to approximate the experiment, support this explanation;
see Supplementary Information.

In Fig. 5c, we show Pe(t) for the interaction frequency indicated by
the white dashed line in Fig. 5b. Five complete cycles are visible; each
minimum corresponds to a transfer of the excitation from the qubit
to the resonator and each maximum corresponds to a return of the
excitation from the resonator to the qubit, with decay due to dissipa-
tion (see below). At t5 0, the system is in the state je0æ, where the first
state vector element represents the qubit and the second represents
the resonator. After one-quarter of the first Rabi oscillation, at
t< 1.9 ns, the qubit and the mechanical resonator are entangled in
the state jg1æ1 je0æ. At t5 tph< 3.8 ns, the qubit state has been
completely transferred to the mechanical resonator, generating a
single phonon and leaving the system in the state jg1æ. After a full
Rabi period, at t5 2tph< 7.6 ns, the excitation is transferred back to
the qubit, returning the system to the state je0æ, with the resonator in
its ground state.

The data shown in Fig. 5 provide clear and compelling evidence
that we have created a single quantum excitation in a macroscopic
mechanical object, and that the system’s quantum coherence is suf-
ficient to allow us to transfer this excitation multiple times between
the qubit and the mechanical resonator. In this process, the system
exists at times in an entangled qubit–resonator quantum state.
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Figure 4 | Qubit thermometry of resonator. a, Pulse sequence. The qubit in
its ground state is tuned to within D of the resonator frequency for 1ms, and
in one set of measurements its excited-state probability, Pe, is then
measured. In another set ofmeasurements, amicrowave swap pulse (Xp) was
applied to the qubit before measurement, exchanging the |gæ and |eæ
populations, and followed with a measurement of Pe. The detuning, D, was
scanned over the range 2210–1210MHz. b, Excited-state probability, Pe,
with (green) and without (blue) the Xp pulse, as a function of detuning, D.
The mechanical resonance at fr (D5 0) is marked by the vertical dash–dot
line, and the dashed lines are the numerically calculated values of Pe for
different resonator mean phonon occupations, Ænæ (Supplementary
Information); the shift in peak response fromD5 0 for larger values of Ænæ is
due to the higher energy levels in the qubit, which come into resonance for
D. 0. We note that, in the experiment, the resonator does not excite the
qubit from its ground state, indicating that the resonator itself is in the
ground state.
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throughCx. The resulting qubitPe is then evaluated. b, Left: spectroscopicPe as
a function of qubit flux bias and applied microwave frequency. Right: same as
left-hand panel but with highermicrowave power, showing qubit state ejection
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thequbitwell levels is indicated schematically as a functionof fluxbias, showing
marginal excited-state confinement at higher positive flux bias. Inset, detail at
the highest flux bias, for which the left-hand well is very shallow, highlighting
qubit ejection at the resonant frequency of the mechanical resonator.
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量子ビットの温度？
⇄ と ⇄  (第二励起準位) のRabi振動の振幅比から求めた熱励起率|g⟩ |e⟩ |e⟩ | f ⟩
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FIG. 3. (a) P exp
|e⟩ ratio (Eq. 1) versus temperature, 15-150 mK. Ex-

perimental data are obtained through fitting a 1-µs Rabi trace (blue
points) or the two-point method (red points). Solid lines are cal-
culated P exp

|e⟩ (blue line) and P|e⟩ (red line) based on the Maxwell-
Boltzmann distribution for the lowest four energy levels (see text).
(b) Zoom: P exp

|e⟩ ratio versus temperature, 15-60 mK. In this limit,
P exp
|e⟩ is a good estimator for P|e⟩ The data saturate to 0.1% at lower
temperatures (purple dashed line) with an inferred effective temper-
ature of 35 mK.

That is, P exp
|e⟩ ≤ 0.1% + P|f⟩ and becomes P exp

|e⟩ = 0.1%
with the reasonable assumption P|f⟩ = 0 (see Eq. 1). This
saturation level is consistent with the 0.067% estimate ob-
tained during the calibration experiment (Fig 2). Although
P|e⟩ = 0.1% is an order of magnitude lower than other re-
ports in the literature, it remains about four orders of magni-
tude higher than the expected equilibrium value (∼ 10−5%) at
15 mK. We note that we used a level of averaging sufficient to
achieve small (0.04%) error bars on the population of 0.1%.
In addition to more averaging, using a low-noise parametric
amplifier would further improve the signal-to-noise ratio and
allow for single-shot readout with higher resilience to low-
frequency noise [52].
We define an effective temperature Teff as the tempera-

ture that would have generated the observed P|e⟩ in an oth-
erwise identical equilibrium qubit, according to Eq. 3. In our
qubit, the cross-over from thermal equilibrium to saturation at
P|e⟩ = 0.1% occurs at Teff = 35 mK.
A potential mechanism for the observed non-equilibrium

qubit temperature is the presence of “hot” non-equilibrium
quasiparticles (i.e., those with energy higher than ∆ + Ege,
where ∆ is the superconducting energy gap) [54]. Stray
thermal photons entering the cavity from higher-temperature

stages of the refrigerator may in principle generate new quasi-
particles or heat existing ones depending on the photon en-
ergy. Such “hot” quasiparticles, in turn, lose energy Ege to
the qubit and drive it out of thermal equilibrium to a degree
determined by the non-equilibrium quasiparticle density. Fol-
lowing Wenner et al., the quasiparticle-induced excited-state
population can be written as [54]

P qp
|e⟩ ≃ 2.17(nqp/ncp)(∆/Ege)

3.65 (4)

in which ncp is the Cooper-pair density and nqp is the density
of all quasiparticles. Taking the observed excited-state pop-
ulation P qp

|e⟩ = 0.1% to be solely induced by quasiparticles,
the upper limit for the quasiparticle density is (nqp/ncp) =
2.2× 10−7 per Cooper pair.
Within these assumptions, the quasiparticle-induced decay

rate for a transmon qubit is [54, 55]

Γqp ≃
√
2

RNC

(

∆

Ege

)3/2 nqp

ncp
(5)

in which RN is the normal-state resistance of the Josephson
junction, and C is the qubit capacitance. Taking ∆ = 170
µeV, RN = 9.5 kΩ and C = 80 fF [52, 53], we have Γqp =
9.30 kHz, corresponding to a relaxation time T qp

1 = 108 µs,
which is only about 35% larger than the measured time T1 =
80 µs for this sample.
We have measured similar effective temperatures Teff =

30−45mK for several superconducting qubit modalities (flux
qubit, capacitively shunted flux qubit, 2D transmons) mea-
sured in our lab in both a dry (Leiden CF-450) and a wet (Ox-
ford Kelvinox 400) refrigerator with similar wiring and filter-
ing configurations [52]. In particular, we observed T = 35±4
mK for a capacitively shunted flux qubit with similar qubit
parameters, including fge = 4.7 GHz, fresonator = 8.3 GHz,
Qc = 5000 and g/2π = 100 MHz. This is notable, because
this device was read out dispersively using a cavity with 10×
lowerQc, that is, with a much stronger coupling to the coaxial
cables in our refrigerator than the 3D transmon.
To summarize, we have studied the first-excited-state pop-

ulation of a 3D transmon qubit over the temperature range
T = 15 − 150 mK. The excited-state population matches
Maxwell-Boltzmann statistics over the range T = 35 − 150
mK, consistent with a qubit in thermal equilibrium with the
refrigerator. For temperatures below 35 mK, the excited-state
population saturates to a small value of approximately 0.1%.
Assuming the residual population is solely caused by non-
equilibrium “hot” quasiparticles, the calculated and measured
relaxation times are plausibly consistent for this device. We
have observed similarly low effective temperature in multiple
devices and configurations, including a readout resonator with
10× larger coupling Q. While we present our full filtering and
attenuation schematic in the supplementary material [52], we
did not need to change any particular aspect of our measure-
ment system to achieve these effective temperatures, and so
there is no particular “reason” beyond careful cryogenic engi-
neering that we can identify for their relatively low values.

Jin et al.  
arXiv: 1412.2772
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サンプルと冷凍機の温度は結構違う 

   残留熱励起が30-60mKくらいで飽和していることが長年知られている


   宇宙線のせいだと信じられているが直接確認されたことはない


   (電子温度が下げられないだけでは？というコメントも最近いただいた)

https://arxiv.org/abs/1412.2772


断熱消磁でsub-mKへ
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冷凍機は原理的にはもっと冷やせる 
○ 断熱消磁冷却:  1. 外部磁場で励磁 (エントロピー減) 


                            2. 磁場切る。断熱しながら緩和 (エントロピー増→温度減) → 1mK以下に


○ 励磁に時間がかかる (~30分)   →  2つ用意してどっちか常に稼働


○ 希釈冷凍機の10mKステージにぶら下げる (希釈冷凍機で予冷する)

連続断熱消磁冷凍機  Toda et al. (2018)

残留熱励起の問題がどうにかできたら

https://iopscience.iop.org/article/10.1088/1742-6596/969/1/012093


Adding one more CW tone at  

Rabi oscillation is driven by DM when  , 

ω = αdrive

ωDM = ωq ± αdrive

⟨X(t)⟩ = cos ( αDM

2 t)
⟨Y(t)⟩ = ± sin ( αDM

2 t) cos(αdrivet ± ϕDM)

⟨Z(t)⟩ = ± sin ( αDM

2 t) sin(αdrivet ± ϕDM)
Each color represents each qubit

ε=10-12

ε=10-11

Upper limit on the DM drive strength (in the unit of Rabi freq.) 

Dark matter frequency [Hz]

Unpolarized 
κ=1

Cosmology limit結果

Limit引くのはかなり困難 

○ ICEPPの量子ビットのパラメータを仮定


○ チップのシールドによる遮蔽効果を無視 (κ=1)

   すると棄却領域は右の針たちみたいになる。


   将来展望: 2次の効果をしつこく測ることで 
                   chip paremeterをreverse engineering?

変調は意外とできる 

○ Off-resonantなaux tone → ac Stark shift 
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CAST-CAPP 
によって棄却済

✔︎針を面に


