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FIG. 5: States of soft frictionless spheres as function of pack-
ing density φ, below, at, and above the critical density φc.
Left: Unjammed system at a density below the critical den-
sity — pressure is zero and there are no contacts. Middle:
Marginally rigid system consisting of undeformed frictionless
spheres just touching. The system is at the jamming tran-
sition (point J), has vanishing pressure, critical density and
2d contacts per particle, where d is the dimension. Right:
Jammed system for finite pressure and density above φc.

tact forces. In this model, temperature, gravity and shear
are set to zero. The beauty of such systems is that they
allow for a precise study of a jamming transition. As we
will see in sections IV and V, caution should be applied
when applying the results for soft frictionless spheres to
frictional and/or non-spherical particles.

From a theoretical point of view, packings of soft fric-
tionless spheres are ideal for three reasons. First, they
exhibit a well defined jamming point: For positive P the
system is jammed, as it exhibits a finite shear modulus
and a finite yield stress [2], while at zero pressure the sys-
tems loses rigidity. Hence, the (un)jamming transition
occurs when the pressure P approaches zero, or, geomet-
rically, when the deformations of the particles vanish.
The zero pressure, zero shear, zero temperature point in
the jamming phase diagram is referred to as “point J”
(Fig. 1e and 5). In this review, point J will only refer
to soft frictionless spheres and not to jamming transi-
tions of other types of particles. Second, at point J the
contact number approaches the so-called isostatic value,
and the system is marginally stable. The system’s me-
chanical and geometrical properties are rich and peculiar
here. For large systems the critical packing density, φc,
approaches values usually associated with random close
packing. Third, the mechanical and geometrical proper-
ties of jammed systems at finite pressure, or equivalently,
φ − φc > 0, exhibit non-trivial power law scalings as a
function ∆φ := φ − φc or, similarly, as function of the
pressure, P .

In this section we address the special nature of point J
and discuss the scaling of the mechanical and geometrical
properties for jammed systems near point J. We start in
section III A by a brief discussion of a few common con-
tact laws and various numerical protocols used to gener-
ate jammed packings. We then present evidence that the
jamming transition of frictionless spheres is sharp and
discuss the relevant control parameters in section III B.

In section III C we discuss the special geometrical fea-
tures of systems at point J, as probed by the contact
number and pair correlation function. Away from point
J the contact number exhibits non-trivial scaling, which
appears to be closely related to the pair correlation func-
tion at point J, as discussed in section III D. Many fea-
tures of systems near point J can be probed in linear re-
sponse, and these are discussed at length in section III E
— these include the density of states (III E 1), diverging
length and time scales (III E 2), elastic moduli (III E 3)
and non-affine displacements (III E 4). We close this sec-
tion by a comparison of effective medium theory, rigidity
percolation and jamming, highlighting the unique nature
of jamming near point J (III E 5).

A. Definition of the Model

At the (un)jamming transition soft particles are un-
deformed, and the distance to jamming depends on the
amount of deformation. Rigid particles are therefore al-
ways at the jamming transition, and soft particles are
necessary to vary the distance to point J. Deformable fric-
tionless spheres interact through purely repulsive body
centered forces, which can be written as a function of
the amount of virtual overlap between two particles in
contact. Denoting the radii of particles in contact as Ri

and Rj and the center-to-center distance as rij , it is con-
venient to define a dimensionless overlap parameter δij

as

δij := 1 −
rij

Ri + Rj
, (1)

so that particles are in contact only if δij ≥ 0. We limit
ourselves here to interaction potentials of the form:

Vij = ϵij δα
ij δij ≥ 0 , (2)

Vij = 0 δij ≤ 0 . (3)

By varying the exponent, α, one can probe the nature and
robustness of the various scaling laws discussed below.
For harmonic interactions, α = 2 and ϵij sets the spring
constant of the contacts. Hertzian interactions between
three-dimensional spheres, where contacts are stiffer as
they are more compressed, correspond to α = 5/2 [91].
O’Hern et al have also studied the “Hernian” interaction
(α = 3/2), which corresponds to contacts that become
progressively weaker when compressed [2].

Once the contact laws are given, one can generate pack-
ings by various different protocols, of which MD (Molec-
ular Dynamics) [20, 21, 22, 24] and conjugate gradient [2]
are the most commonly used [92]. In MD simulations one
typically starts simulations with a loose gas of particles,
which are incrementally compressed, either by shrinking
their container or by inflating their radii. Supplement-
ing the contact laws with dissipation (inelastic collisions,
viscous drag with a virtual background fluid, etc) the
systems “cools” and eventually one obtains a stationary
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2. Jamming, disorder and non-affinity

The gas fraction f clearly plays a crucial role in determining
foam's structure and rigidity, and some of the earliest studies
that consider the loss of rigidity in disordered media—what we
now call unjamming—concern foams and emulsions with
increasing wetness.8–10 The (un)jamming scenario for foams is
illustrated in Fig. 1. When the gas fraction approaches unity, the
foam is called dry. Macroscopic deformations of such foams
cause stretching of the liquid lms that provide restoring
forces—dry foams are jammed. When the gas fraction is low-
ered and the foam becomes wetter, the gas bubbles become
increasingly spherical, and the foam loses rigidity for some
critical gas fraction fc where the bubbles lose contact (Fig. 1).
The unjamming transition is thus governed by the gas fraction,
which typically is seen as a material parameter. For emulsions
essentially the same scenario arises.11

As the interactions between bubbles are dominantly repul-
sive and viscous, static foams are similar to packings of fric-
tionless so spheres—precisely the models studied extensively
in jamming.7 In real foams, gravity (which causes drainage) and
gas diffusion (which causes coarsening) play a role, although
these effects can be minimized by studying quasi-2D foams and
using inert gases.12

Disordered geometry

How crucial is disorder? In ordered, “crystalline” foams such as
two-dimensional hexagonal packings of monodisperse bubbles
(“liquid honeycombs”8,10), global deformations translate into a
homogeneous local deformation eld, as all the cells deform
equally. In this case the bubbles lose contact at the critical

density fc equal to
p

2
ffiffiffi
3

p z 0:9069, and the average number of

contacting neighbors per bubble, z, remains constant at 6 in the
jammed regime. Similar results can be obtained for three-
dimensional ordered foams, where fc is given by the packing

density of the HCP lattice
p

3
ffiffiffi
2

p z 0:7405.

Disordered foams are, however, very different. Experiments
and simulations clearly nd that the critical packing fraction is
substantially lower, around 84% in 2D and 64% in 3D.11,13–15

Moreover, simulations have revealed that the contact number
varies smoothly with the packing fraction:6,7,13,14 in 2D, the
contact number in foams ranges from 6 in the dry limit and
reaches themarginal, or isostatic value, zc ¼ 4 at the unjamming
point—in addition, the excess coordination z " zc grows as a
square root with f " fc.

These numerical predictions have recently been conrmed
in experiments on disordered monolayers of bubbles oating
on the surface of a soapy solution and bound on the top by a
well-leveled glass plate.16–21 The average contact number z and
the packing fraction can then be determined by image analysis.
As shown in Fig. 2, the contact number tends to z ¼ 6 for high
packing fractions,12 whereas the average contact number
decreases as a square root, ultimately reaching zc ¼ 4 when
the (2D) packing fraction is reduced to a critical value around
f ¼ 0.84.

Moreover, the variation of z with f is similar to a square
root and can be tted well by a power law t of the form

Fig. 2 Average contact number versus f for experimental bidisperse foams: grey
dots indicate data for each individual realization and black circles indicate aver-
ages for each globally set packing fraction. The solid red line is a squareroot fit to
the data (see the text). The inset shows the data plotted versus the experimentally
determined packing fraction fexp. The fit has a power law exponent of 0.70. Data
from the work of Katgert et al.19

Fig. 1 Topview of 2D foams, consisting of a mix of 2 and 3 mm bubbles trapped
below a top plate. At low packing fractions (left), the bubbles do not form
contacts and the materials are in a mechanical vacuum state. At high packing
fractions (right), the bubbles are squeezed together and form a jammed, rigid
state. At intermediate packing fractions, the bubbles just touch and form a
marginal state.
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Numerical simulation
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Minimal model to study jamming
Frictinless spherical particles

VN =
N

∑
i<j

v(hij), v(h2
ij) =

h2
ij

2
θ(−hij)



# of constraints > # of degrees of freedom

# of constraints = # of contacts = Nz/2

 # of degrees of freedom = Nd

Transition may occur at  (isostatic)zJ = 2d

J. C. Maxwell 
1831-1879Simple stability argument by Maxwell

z ≥ 2d

Introduction
Contact number

# of 
particles

# of 
contacts 

per particle

spatial 
dimension
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FIG. 6: The pair correlation function g(r > 1) of a three-
dimensional system of monodisperse spheres of radius 1, il-
lustrates the abundance of near contacts close to jamming
(∆φ = 10−8 here). From [42] — Copyright by the American
Physical Society.

isostatic value ziso: for frictionless spheres, ziso = 2d.
Second, at point J, since the particles are undeformed:

the distance between contacting particles has to be pre-
cisely equal to the sum of their radii. This yields Nz/2
constraints for the dN positional degrees of freedom:
therefore, one only expects generic solutions at jamming
when z ≤ 2d.

Combining these two inequalities then yields that the
contact number zc at the jamming point for soft fric-
tionless disks generically will attain the isostatic value:
zc = ziso = 2d [2, 44, 45]. As we will see below, such
counting arguments should be regarded with caution,
since they do not provide a correct estimate for the con-
tact number at jamming of frictionless ellipsoidal parti-
cles [48, 49, 50].

Numerically, it is far from trivial to obtain convincing
evidence for the approach of the contact number to the
isostatic value. Apart from corrections due to finite sys-
tem sizes and finite pressures, a subtle issue is how to
deal with rattlers, particles that do not have any con-
tacts with substantial forces, but still arise in a typical
simulation. These particles have low coordination num-
ber and their overlap with other particles is set by the
numerical precision — these particles do not contribute
to rigidity. For low pressures, they can easily make up
5% of the particles. An accurate estimate of the contact
number than requires one to ignore these particles and
the corresponding “numerical” contacts [2, 70].

Pair Correlation Function — In simulations of
monodisperse spheres in three dimensions, it was found
that near jamming g(r) diverges when r ↓ 1 (for particles
of radius 1):

g(r) ∼
1√

r − 1
. (4)

This expresses that at jamming a singularly large number

FIG. 7: (a) Excess contact number z − zc as function of ex-
cess density φ − φc. Upper curves: represent monodisperse
and bidisperse packings of 512 soft spheres in three dimen-
sions with various interaction potentials, while lower curves
correspond to bidisperse packings of 1024 soft discs in two
dimensions. The straight lines have slope 0.5. From [2] —
Copyright by the American Physical Society. (b) Schematic
contact number as function of density, illustrating the mixed
nature of the jamming transition for frictionless soft spheres.

of particles are on the verge of making contact (Fig. 6)
[42, 46]. This divergence has also been seen in pure hard
sphere packings [47]. In addition to this divergence, g(r)
exhibits a delta peak at r = 1 corresponding to the dN/2
contacting pairs of particles.

In simulations of two-dimensional bidisperse systems, a
similar divergence can be observed, provided one studies
g(ξ), where the rescaled interparticle distance ξ is defined
as r/(Ri +Rj), and where Ri and Rj are the radii of the
undeformed particles in contact [51].

D. Relating Contact Numbers and Packing
Densities away from J

Below jamming, there are no load bearing contacts and
the contact number is zero, while at point J, the contact
number attains the value 2d. How does the contact num-
ber grow for systems at finite pressure? Assuming that
(i) compression of packings near point J leads to essen-
tially affine deformations, and that (ii) g(r) is regular
for r > 1, z would be expected to grow linearly with φ:
compression by 1% would then bring particles that are
separated by less than 1% of their diameter in contact,
etc. But we have seen above that g(r) is not regular, and
we will show below that deformations are very far from
affine near jamming — so how does z grow with φ?

Many authors have found that the contact number
grows with the square root of the excess density ∆φ :=
φ−φc [2, 15, 20, 25] (see Fig. 7). O’Hern et al. have stud-
ied this scaling in detail, and find that the excess contact
number ∆z := z−zc scales as ∆z ∼ (∆φ)0.50±0.03, where
zc, the critical contact number, is within error bars equal
to the isostatic value 2d [2]. Note that this result is in-
dependent of dimension, interaction potential or polydis-

2

1

Scaling relation

O’Hern et al. (2003)

spherical  
particles

Power law = Critical phenomena!

d = 2

d = 3

log(φ − φJ)

lo
g(

z−
2d

)

z − 2d ∝ (φ − φJ)1/2

Introduction
Contact number
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Figure 3. D(ω) vs. angular frequency ω for the simulation of reference [50]. 1024 spheres
interacting with repulsive harmonic potentials were compressed in a periodic cubic box to
volume fraction φ, slightly above the jamming threshold φc. Then the energy for arbitrary
small displacements was calculated and the dynamical matrix inferred. The curve labeled
a is at a relative volume fraction φ−φc = 0.1. Proceeding to the left the curves have relative
volume fractions 10−2, 10−3, 10−4, 10−8, respectively. Inset: scaling of ω∗ vs. δz. ω∗ for each
(φ−φc) is determined from the data in the main panel as the frequency where D(ω) is half of
the plateau value. δz vs. (φ−φc) is obtained from the scaling measured in [50]. The line has
slope 1. A colour version of the figure is available online at http://www.edpsciences.org.

the random close packing2. Concerning the structure, the coordination number z,
which is the average number of contacts per particles, is found to follow:

z − zc ∼ (φ − φc)
1
2 (1.2)

independently of the potential, where zc = 2d, and d is the spatial dimension. This
singular increase of the coordination was already noticed in [52]. Another striking
observation is the presence of a singularity in the pair correlation function g(r)
at the jamming threshold. g(r) has an expected delta function of weight zc at a
distance 1 that represents all particles in contact. But it also displays the following
singularity:

g(r) ∼ 1√
r − 1

(1.3)

2. The parameter φ− φc is somewhat less natural than the pressure because φc can vary from sample
to sample. The distribution of φc converges to a well-defined value only when the number of particle
N diverges. Nevertheless, the parameter φ − φc has the advantage of being purely geometrical, and
following [50] we should use it in most cases.

Ann. Phys. Fr. 30 • No 3 • 2005

Scaling of the vibrational density of states

C.S. O’Hern et al (2003)
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independently of the potential, where zc = 2d, and d is the spatial dimension. This
singular increase of the coordination was already noticed in [52]. Another striking
observation is the presence of a singularity in the pair correlation function g(r)
at the jamming threshold. g(r) has an expected delta function of weight zc at a
distance 1 that represents all particles in contact. But it also displays the following
singularity:

g(r) ∼ 1√
r − 1

(1.3)

2. The parameter φ− φc is somewhat less natural than the pressure because φc can vary from sample
to sample. The distribution of φc converges to a well-defined value only when the number of particle
N diverges. Nevertheless, the parameter φ − φc has the advantage of being purely geometrical, and
following [50] we should use it in most cases.
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ω *
δz = z − 2d

δz controls the onset of the soft-modes

φ ↗ φJ

Introduction
Vibrational density of states

ω*



Motivation

Effective medium theory 
(lattice systems) 
• M. Wyart (2010) 
• E. DeGiuli et al. (2014)

Replica liquid theory 
(particle systems) 
• G. Parisi and F. Zamponi (2010) 
• P. Charbonneau et al. (2014)

Exact results in d → ∞δz ∼ δφ1/2, ω* ∼ δz

Previous theoretical studies (scaling)

Current works (quantitative) 
We aim to develop a quantitative 

theory for calculating physical 
quantities in finite dimensions.



Assumption of the marginal stability

The aging will stop when the system becomes marginally stable

M. Muller and M. Wyart (2014)

Quench 
t=0 

X

Y

UnstableStable

λmin ≈ 0

λmin > 0 λmin < 0

λmin ≈ 0

Marginally 
 stable

Theory
Variational argument



Hab
ij = ∇a

i ∇b
j VN =

Nc

∑
μ=1

v′ ′ (hμ)∇a
i hμ ∇b

j hμ +
Nc

∑
μ=1

v′ (hμ)∇a
i ∇b

j hμ

Hessian of interaction potential

H. Ikeda and M. Shimada (2022)

Theory
Hessian

H(1) H(2)

VN =
Nc

∑
μ=1

v(hμ)



Calculation of H(2)

Theory
Hessian

H(2) → (OtH(2)O)ab
ij = λa

i δijδab

λa
i ≈ ⟨λ⟩ =

1
Nd

TrH(2) =
ze
d

e = −
d − 1

Nc

Nc

∑
μ=1

hμ

rμ
= (d − 1)⟨

σμ − rμ

rμ ⟩

Diagonalization

Mean-field approximation

Pre-stress



Calculation of H(1)

Theory
Hessian

H(1) → (OtH(1)O)ab
ij = ∑

μ

(O∇hμ)a
i (O∇hμ)b

j

H(2)
ij =

Nc

∑
μ=1

v′ (hμ)∇i ∇jhμ (H2)ab
ij =

Nc

∑
μ=1

v′ (hμ)∇a
i ∇b

j hμ

Transformation

Approximation by random variable 

(∇hij)a
k = (δki − δkj)

xa
i − xa

j

|xi − xj |

(O∇hμ)a
i ≈ Cξa

i ⟨ξa
i ⟩ = 0, ⟨ξa

i ξb
j ⟩ = δijδab

|Cξ |2 = |O∇hμ |2 = |∇hμ |2 → C =
2

Nd

Random variable
xi

xj
xa

i − xa
j

|xi − xj |



Calculation of minimal eigenvalue

Theory
Density of states

H(2)
ij =

Nc

∑
μ=1

v′ (hμ)∇i ∇jhμ (H2)ab
ij =

Nc

∑
μ=1

v′ (hμ)∇a
i ∇b

j hμ

Hab
ij ≈

2
Nd ∑

μ

ξμ
iaξ

μ
jb −

z
2

eδijδab

3

where we used @2hij

@x2
ka

= (�ik + �jk)
r2ij�(xia�xjb)

2

r3ij
, and

P1,dN
ka

@2hij

@x2
ka

= 2d�1
rij

.

C. Eigenvalue distribution

In summary, we get

HMF =
z

d
W � z

d
eI. (11)

It is well-known that the eigenvalue distribution of
the Wishart matrix W follows the Marchencko-Pastur
law [23]

⇢MP(�) =
z

2d

p
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2⇡�
, �± =

 
1±

r
2d
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.

(12)

Let en be an eigenvector of W, and �
MP
n be the corre-

sponding eigenvalue. Then, we have

H · en =
⇣
z

d
�
MP
n � z

d
e

⌘
en, (13)

meaning that en is also an eigenvector of H and the cor-
responding eigenvalue is �n = z

d�
MP
n � z

de. Therefore, the
eigenvalue distribution of H is calculated as

⇢(�) = ⇢MP(�MP)
d�MP

d�
=

d

z
⇢MP(d�/z + e). (14)

In particular, the minimal eigenvalue is

�min =
z

d

 
1�

r
2d

z

!2

� z

d
e. (15)

D. Marginal stability and contact number

The replica calculation in the limit d ! 1 predicts
that the system is marginally stable near the jamming
transition point, �min = 0 [5, 17, 24]. By using the
marginal stability and Eq. (15), we get

z(e) =
2d

(1� e1/2)2
. (16)

For e ⌧ 1, we reproduce the well-known scaling observed
by numerical simulations [14]

z � 2d ⇠ 4de1/2 ⇠ p
1/2

. (17)

The critical exponent 1/2 was previously derived by us-
ing the variational argument [15], e↵ective medium the-
ory [6], and replica theory [16], but our result Eq. (16)
also allows us to access the pre-factor and non-linear
terms. Somewhat surprisingly, Eq. (16) suggests that
z(e) depends only on e, and does not depend on the

FIG. 1. (a) e dependence of z. Markers denote numerical
results taken from Ref. [18], while the solid line denotes the
theoretical prediction. (b) ✏ for the same data. (c) d✏ for the
same data.

FIG. 2. Density of states D(!). Markers denote numerical
results taken from Ref. [18]. The solid lines denote theoretical
predictions.

preparation protocols. It is interesting future work to
see if this property survives in finite d.
In Fig. 1 (a), we compare Eq. (16) with numerical re-

sults in several spatial dimensions d obtained by rapid
quench from high temperature random configurations.
See Ref. [18] for the details of the numerical simulations.
The theory well agrees with the numerical results for
small e. For more quantitative discussion, in Fig. 1 (b),
we show the di↵erence between the results of the theory
zthe and simulation zsim:

✏ =
zthe/2d� 1� (zsim/2d� 1)

zthe/2d� 1
=

zthe � zsim

zthe � 2d
. (18)

The data collapse onto a single curve if we rescale the
vertical axis by d (Fig. 1 (c)), meaning that ✏ ⇠ 1/d.

E. Vibrational density of states

By using Eq. (14), the vibrational density of states
D(!) is calculated as D(!) = 2!⇢(� = !

2). Although
D(!) depends on both z and e, Eq. (16) allows us to elim-
inate the dependency on z. After some manipulations,
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Contact number

Maiginal stability
λmin = 0

z(e) =
2d

(1 − e1/2)2
∼ 2d(1 + e1/2)

H. Ikeda and M. Shimada (2022)
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, meaning that the theory become 
exact in the high dimensional limit.

ε ∼ 1/d → 0

3

Next we consider the full matrix including the term
proportional to e. Assuming that TrH = TrHMF, we get

Tr
⇣
H

(1) +H
(2)
⌘
= Tr (aW + beI)

! TrH(2) = beTrI. (14)

The LHS can be calculated as

TrH(2) =
NX

i=1

dX

a=1

Nz/2X

µ=1

hµ
@2hµ

@x2
ia

= 2(d� 1)

Nz/2X

µ=1

hµ

rµ

= �Nze, (15)

where we used

@2hij

@x2
ka

= (�ik + �jk)
r2ij � (xia � xjb)2

r3ij
,

NX

k=1

dX

a=1

@2hij

@x2
ka

= 2
d� 1

rij
. (16)

From Eqs. (14), (15) and TrI = Nd, we get

b = �
z

d
. (17)

In summary, we get

HMF =
z

d
W �

z

d
eI. (18)

C. Eigenvalue distribution

It is well-known that the eigenvalue distribution of
the Wishart matrix W follows the Marchencko-Pastur
law [24]

⇢MP(�) =
z

2d

p
(�+ � �)(�� ��)

2⇡�
, �± =

 
1±

r
2d

z

!2

.

(19)

Let en be an eigenvector of W, and �MP
n be the corre-

sponding eigenvalue. Then, we have

HMF · en =
⇣z
d
�MP
n �

z

d
e
⌘
en, (20)

meaning that en is also an eigenvector of HMF and the
corresponding eigenvalue is �n = z

d�
MP
n �

z
de. Therefore,

the eigenvalue distribution of HMF is calculated as

⇢(�) = ⇢MP(�MP)
d�MP

d�
=

d

z
⇢MP(d�/z + e). (21)

In particular, the minimal eigenvalue is

�min =
z

d

 
1�

r
2d

z

!2

�
z

d
e. (22)
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FIG. 1. (a) e dependence of z. Markers denote numerical
results taken from Ref. [19], while the solid line denotes the
theoretical prediction. (b) ✏ for the same data. (c) d✏ for the
same data.

D. Marginal stability and contact number

The replica calculation in the limit d ! 1 predicts
that the system is marginally stable near the jamming
transition point, �min = 0 [25] [5, 18, 26]. By using the
marginal stability and Eq. (22), we get

z(e)

2d
=

1

(1� e1/2)2
. (23)

Here we assumed that z/d takes a finite value in the limit
d ! 1, because the numerical results suggest that z !

2d at the jamming transition point [15]. For e ⌧ 1, we
reproduce the well-known scaling observed by numerical
simulations [15]

z/2d� 1 ⇠ 2e1/2 ⇠ p1/2. (24)

The critical exponent 1/2 was previously derived by us-
ing the variational argument [16], e↵ective medium the-
ory [6], and replica theory [17], but our result Eq. (23)
also allows us to access the pre-factor and non-linear
terms. Somewhat surprisingly, Eq. (23) suggests that
z(e) depends only on e, and does not depend on the
preparation protocols. It is interesting future work to
see if this property survives in finite d.
In Fig. 1 (a), we compare Eq. (23) with numerical re-

sults in several spatial dimensions d obtained by rapid
quench from high temperature random configurations.
See Ref. [19] for the details of the numerical simulations.
The theory well agrees with the numerical results for
small e. For more quantitative discussion, in Fig. 1 (b),
we show the di↵erence between the results of the theory
zthe and simulation zsim:

✏ =
zthe/2d� 1� (zsim/2d� 1)

zthe/2d� 1
=

zthe � zsim
zthe � 2d

. (25)

The data collapse onto a single curve if we rescale the
vertical axis by d (Fig. 1 (c)), meaning that the deviation
scales as ✏ ⇠ 1/d.

E. Vibrational density of states

By using Eq. (21), the vibrational density of states
D(!) is calculated as D(!) = 2!⇢(� = !2). Although

ε: Difference between theory and numerical results

Result
Contact number



··x = − ∇V → δ··x = − ∇2Vδx

δ··xn = − λnδxn → δxn(t) = eiωntδxn(0)

Linearization

Eigenvalue expansion 

ωn = λn

D(!) = ⇢(�)
d�

d!
= 2!⇢(� = !2)
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FIG. 2. Density of states D(!). Markers denote numerical
results taken from Ref. [19]. The solid lines denote theoretical
predictions.

D(!) depends on both z and e, Eq. (23) allows us to
eliminate the dependency on z. After some manipula-
tions, we get

D(!) =
!2
q

(1� e1/2)3
�
8� (1� e1/2)!2

 

2⇡
�
2e+ (1� e1/2)2!2

 . (26)

In Fig. 2, we compare the theoretical prediction Eq. (26)
and numerical results. The results are consistent near
jamming e = 0.01 even in d = 3, while there is a visible
deviation for small ! far from jamming e = 0.2 even in
d = 9. It is an interesting future work to see if a better
agreement is obtained in higher d.

For e ⌧ 1 and ! ⌧ 1, we get the following scaling:

D(!) ⇠
!2
p

!2
max � !2

2⇡(!2 + !2
⇤)

⇠

(
const ! � !⇤

�z�2!2 ! ⌧ !⇤,
(27)

where !max = 2
p
2, and !⇤ =

p
2e / z/2d � 1. In par-

ticular, D(!) = const at the jamming transition point
e = 0. The similar results have been previously derived
by applying the e↵ective medium theory to the disor-
dered lattices [6], and the replica method to the mean-
field models [5, 23].

IV. SUMMARY

In this work, we calculated the contact number z and
vibrational density of states D(!) for harmonic spheres
in the large spatial dimensions d ! 1. Our theoretical
results well agree with the results of the previous numer-
ical simulation in large d.
Our theoretical results are relied on the Ansatz Eq. (6),

that is, the Hessian of harmonic spheres has the form of
the shifted Wishart matrix. The consistency between our
theoretical results and previous numerical results sug-
gests that the Ansatz becomes exact in the limit d ! 1.
This result motivates us to develop more rigorous calcu-
lation in d ! 1 without using the Ansatz, as done in
the previous exact calculations for hard spheres [26–28].
We left it as future work.
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FIG. 2. Density of states D(!). Markers denote numerical
results taken from Ref. [19]. The solid lines denote theoretical
predictions.

D(!) depends on both z and e, Eq. (23) allows us to
eliminate the dependency on z. After some manipula-
tions, we get

D(!) =
!2
q

(1� e1/2)3
�
8� (1� e1/2)!2

 

2⇡
�
2e+ (1� e1/2)2!2

 . (26)

In Fig. 2, we compare the theoretical prediction Eq. (26)
and numerical results. The results are consistent near
jamming e = 0.01 even in d = 3, while there is a visible
deviation for small ! far from jamming e = 0.2 even in
d = 9. It is an interesting future work to see if a better
agreement is obtained in higher d.

For e ⌧ 1 and ! ⌧ 1, we get the following scaling:

D(!) ⇠
!2
p

!2
max � !2

2⇡(!2 + !2
⇤)

⇠

(
const ! � !⇤

�z�2!2 ! ⌧ !⇤,
(27)

where !max = 2
p
2, and !⇤ =

p
2e / z/2d � 1. In par-

ticular, D(!) = const at the jamming transition point
e = 0. The similar results have been previously derived
by applying the e↵ective medium theory to the disor-
dered lattices [6], and the replica method to the mean-
field models [5, 23].

IV. SUMMARY

In this work, we calculated the contact number z and
vibrational density of states D(!) for harmonic spheres
in the large spatial dimensions d ! 1. Our theoretical
results well agree with the results of the previous numer-
ical simulation in large d.
Our theoretical results are relied on the Ansatz Eq. (6),

that is, the Hessian of harmonic spheres has the form of
the shifted Wishart matrix. The consistency between our
theoretical results and previous numerical results sug-
gests that the Ansatz becomes exact in the limit d ! 1.
This result motivates us to develop more rigorous calcu-
lation in d ! 1 without using the Ansatz, as done in
the previous exact calculations for hard spheres [26–28].
We left it as future work.
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4

FIG. 2. Density of states D(!). Markers denote numerical
results taken from Ref. [19]. The solid lines denote theoretical
predictions.

D(!) depends on both z and e, Eq. (23) allows us to
eliminate the dependency on z. After some manipula-
tions, we get

D(!) =
!2
q

(1� e1/2)3
�
8� (1� e1/2)!2

 

2⇡
�
2e+ (1� e1/2)2!2

 . (26)

In Fig. 2, we compare the theoretical prediction Eq. (26)
and numerical results. The results are consistent near
jamming e = 0.01 even in d = 3, while there is a visible
deviation for small ! far from jamming e = 0.2 even in
d = 9. It is an interesting future work to see if a better
agreement is obtained in higher d.

For e ⌧ 1 and ! ⌧ 1, we get the following scaling:

D(!) ⇠
!2
p

!2
max � !2

2⇡(!2 + !2
⇤)

⇠

(
const ! � !⇤

�z�2!2 ! ⌧ !⇤,
(27)

where !max = 2
p
2, and !⇤ =

p
2e / z/2d � 1. In par-

ticular, D(!) = const at the jamming transition point
e = 0. The similar results have been previously derived
by applying the e↵ective medium theory to the disor-
dered lattices [6], and the replica method to the mean-
field models [5, 23].

IV. SUMMARY

In this work, we calculated the contact number z and
vibrational density of states D(!) for harmonic spheres
in the large spatial dimensions d ! 1. Our theoretical
results well agree with the results of the previous numer-
ical simulation in large d.
Our theoretical results are relied on the Ansatz Eq. (6),

that is, the Hessian of harmonic spheres has the form of
the shifted Wishart matrix. The consistency between our
theoretical results and previous numerical results sug-
gests that the Ansatz becomes exact in the limit d ! 1.
This result motivates us to develop more rigorous calcu-
lation in d ! 1 without using the Ansatz, as done in
the previous exact calculations for hard spheres [26–28].
We left it as future work.
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Theoretical prediction

Result
Vibrational density of states



Conclusion

• We calculated the contact number and density of 
states above the jamming transition point. 

• Our theoretical prediction agrees well with the 
numerical results near the jamming transition point. 

• Some deviations are observed far from jamming.

Summary

Future work

• Can we extended the theory for more complex 
systems such as non-spherical particles, frictional 
particle, sticky particles, and so on? 

• Quasi-localized mode


